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## Foreword

The Deep Space Communications and Navigation Systems Center of Excellence (DESCANSO) was established in 1998 by the National Aeronautics and Space Administration (NASA) at the California Institute of Technology's Jet Propulsion Laboratory (JPL). DESCANSO is chartered to harness and promote excellence and innovation to meet the communications and navigation needs of future deep-space exploration.

DESCANSO's vision is to achieve continuous communications and precise navigation-anytime, anywhere. In support of that vision, DESCANSO aims to seek out and advocate new concepts, systems, and technologies; foster key technical talents; and sponsor seminars, workshops, and symposia to facilitate interaction and idea exchange.

The Deep Space Communications and Navigation Series, authored by scientists and engineers with many years of experience in their respective fields, lays a foundation for innovation by communicating state-of-the-art knowledge in key technologies. The series also captures fundamental principles and practices developed during decades of deep-space exploration at JPL. In addition, it celebrates successes and imparts lessons learned. Finally, the series will serve to guide a new generation of scientists and engineers.

Joseph H. Yuen
DESCANSO Leader

## Preface

This book is a compilation of research results obtained primarily over the past two decades in the application of groups of oscillators coupled in various configurations to the excitation of phased-array antennas. Much of the work was carried out at the Jet Propulsion Laboratory of the California Institute of Technology under contract with the National Aeronautics and Space Administration (NASA) building on the early work at the University of Massachusetts, Cornell University, and the University of California, Santa Barbara. More recent work at several institutions in Spain and especially at the Centre Tecnologic de Telecomunicacions de Catalunya (CTTC), as well as a variety of institutions across Europe and Asia is also described. A motivation for much of this work was the promise of a method of providing beam agility at electronic speed that is simpler than the conventional method of using a phase shifter at each element or module and controlling these phase shifters in a coordinated manner. More generally, however, the effort has focused on the integration of transmitter, receiver, and antenna including the beam-steering function in a single planar package.

The intended audience for the book comprises primarily designers of phased-array antennas and the associated electronics, but the book may also be of interest to those who may, through understanding the principles presented, envision other innovative applications of oscillator arrays such as distribution of timing signals and phase locking in general. In the same way, graduate students may find inspiration for research work leading to theses or dissertations based on extending the work described here.

With regard to the references, as a general rule we have used peer reviewed archival journal articles and not conference presentations in the interest of ease
of access. We have, however, made a few exceptions in this regard in cases of very recent work that, as far as we know, has not yet appeared in the peerreviewed literature and in one case for the use of figures with proper attribution. We have endeavored to present a comprehensive treatment of the work in this field to date but recognize that we cannot be sure that we are aware of everyone in the world with interest in and contributions to this fascinating area of research. We, therefore, extend apologies to any who feel their work has been slighted in any way. Be assured it was unintentional.

The book begins with a note concerning the early use of coupled oscillators in the field of mathematical biology wherein researchers used them as an artifice in representing the behavior of neurons in what is known as a central pattern generator in a manner amenable to mathematical analysis. The application to phased array antennas owes its origin primarily to Karl Stephan at the University of Massachusetts [1] [2] [3] and to Richard C. Compton at Cornell and his student, Robert A. York. [4] [5] [6] [7] However, the modern emphasis on the study of the dynamics of such arrays was inspired by the interest of James W. Mink of the U. S. Army Research Office [8] in spatial power combining at millimeter wave frequencies. Thus, the presentation continues with a discussion of the utility of oscillator arrays in phased array antennas and a detailed discussion of the mathematical analysis of the dynamic behavior of such arrays. The mathematics is at a level that should be easily accessible to graduate students in the physical sciences. Advanced calculus, linear algebra, complex variables, and Laplace transforms are the primary tools.

The treatment is arranged in two passes. On the first pass in Part I, we formulate the analysis in the simplest possible manner while retaining the essence of the dynamic behavior, the so-called phase model. Most of the results are based on a linearization of the equations valid for small inter-oscillator phase differences. This permits introduction of the key features of array behavior with a minimum of complexity. We then describe a number of experimental demonstrations of this approach to phased array beam agility and validation of the approximate theoretical results in Part II. In Part III, we return for a second pass at the analysis, this time including a more sophisticated theoretical description of the oscillators permitting detailed study of the impact of their nonlinear properties. Much of the contemporary research in this area is focused on these properties and their potential utility in modern physical array implementations with many and varied applications. In Part III the presentation of experimental work is integrated with the theoretical as appropriate.

In preparing material for this book, a number of sign errors, typographical errors, and, in rare cases, errors of substance were uncovered in the references.

Every effort has been made to correct these so that where the book differs from the literature; it is the book version that is correct.

Ronald J. Pogorzelski and Apostolos Georgiadis Pasadena, California and Castelldefels - Barcelona, Spain June 2011
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## Part I: Theory and Analysis

## Chapter 1 <br> Introduction - Oscillators and Synchronization

Oscillation is among the simplest of dynamic behaviors to describe mathematically and has thus been conveniently used in modeling a wide variety of physical phenomena ranging from mechanical vibration to quantum mechanical behavior and even neurological systems. Certainly not the least of these is the area of electronic circuits. Many years ago, van der Pol created his classical model of an oscillator including the nonlinear saturation effects that determine the amplitude of the steady-state oscillation. [9] Soon afterward, Adler provided a simple theory of what is now known as injection locking and coupled oscillators became a valuable design resource for the electronics engineer and the antenna designer. [10] Moreover, circuit theorists were able to apply these principles to long chains and closed rings of coupled oscillators to model biological behaviors such as intestinal and colorectal myoelectrical activity in humans. [11] [12].

### 1.1 Early Work in Mathematical Biology and Electronic Circuits

Biologists, in trying to understand how neurons coordinate the movements of animals, have defined what is known as a "central pattern generator" or "CPG" for short. A CPG in this context is a group of neurons that produce rhythmic or periodic signals without sensory input. Biologists have found that CPGs are conveniently modeled mathematically if treated as a set of oscillators that are
coupled to each other, most often using nearest neighbor coupling but sometimes using more elaborate coupling schemes. Taking this viewpoint and performing the subsequent mathematical analysis has enabled biologists to fruitfully study the manner in which vertebrates (such as the lamprey) coordinate their muscles in locomotion (swimming) and how bipeds (such as you and I) do so in walking or running. The muscles are controlled by signals from a CPG. [13] [14] Electronics engineers have also found oscillators to be useful but more as a component of a man-made system rather than a model of a naturally occurring one as in biology. Legend has it that the first electronic oscillator was made by accident in trying to construct an amplifier and encountering unwanted feedback that produced oscillatory behavior. In any case, to deliberately make an oscillator, one starts with an amplifier and provides a feedback path that puts some of the amplifier output into its input whence it is amplified and again returned to the input, and so on. The feedback signal is arranged to arrive at the input in-phase with the pre-existing signal at that point so the feedback is regenerative. Thus, the amplitude of the circulating signal would continue to increase indefinitely. However, the amplification or gain of practical amplifiers decreases as the signal amplitude increases. Thus, an equilibrium is quickly reached where the amplitude is just right so the amplifier gain balances the losses in the loop. Then the oscillation amplitude stops increasing and becomes constant. This equilibrium occurs at a particular frequency of oscillation depending on the frequency response of the amplifier and the phase characteristics of the feedback path. Thus, the amplitude and frequency become stable and constant. These can be controlled by changing the circuit component values.

Before long it was realized that an oscillator could also be controlled by injecting a signal from outside the circuit into the feedback loop. This, in a sense, adds energy to the circuit at the injection frequency making it easier for the circuit to sustain oscillation at that frequency. Therefore, if the injected signal is strong enough, the oscillator will oscillate, not at its natural or free running frequency but, rather, at the injection signal frequency and the oscillator is said to be "injection locked." If the injection signal comes from another oscillator similar to the one being injected and the coupling is bidirectional, the pair is said to be "mutually injection locked."

If many oscillators are mutually injection locked by providing signal paths between them, mutual coupling paths, they can be made to oscillate as a synchronized ensemble. The ensemble properties of such a system are both interesting and useful, and it is this aspect that so intrigued the mathematical biologists. However, some years ago, it was noted by antenna design engineers that these ensemble properties may be exploited in providing driving signals for phased-array antennas. This is because, the phases of the oscillators in a
coupled group are coordinated and form useful distributions across the oscillator array. These phase distributions will be discussed in great detail in the remainder of this book, but, for now, we only note that in, for example, using a linear array of mutually injection locked oscillators coupled to nearest neighbors, one may create linear phase progressions across the array by merely changing the free-running frequencies of the end oscillators of the array antisymmetrically; that is, one up in frequency and the other down by the same amount. Such a linear distribution of signal phases, when used to excite the elements of a linear array of radiating antenna elements, produces a radiated beam whose direction depends on the phase slope. This slope is determined by the amount by which the free-running frequencies of the end oscillators are changed. Electronic oscillators can be designed so that their free-running frequencies are determined by the bias applied to a varactor in the circuit. These are called voltage-controlled oscillators or "VCOs." So we have now described an antenna wherein the beam direction is controlled by a DC bias voltage, a very convenient and useful arrangement that is, in large part, the subject of this book.

## 1.2 van der Pol's Model

Although having published some related earlier results, in the fall of 1934, Balthasar van der Pol, of the Natuurkuedig Laboratorium der N. V. Philips’ Gloeilampenfabricken in Eindhoven published, in the Proceedings of the Institute of Radio Engineers, what has become a classic paper on his analyses of the nonlinear behavior of triode vacuum-tube based electronic oscillators [9]. The beauty of his work lies in the fact that he included in his model only the degree of complexity necessary to produce the important phenomena observed. Thus, his mathematical description remained reasonably tractable permitting detailed analytical, and more recently computational, study of all the salient behaviors of such circuits.

An important aspect that was missing from the earlier, linear treatments was that of gain saturation. Recall that it is this saturation of the gain that produces a stable steady-state amplitude of oscillation. van der Pol included this as a negative damping of his oscillator which depends quadratically on the oscillation amplitude and becomes positive for sufficiently large amplitude. He also allowed for a driving signal with a frequency different from the resonant frequency of the oscillator. The inclusion of these two features in his model will enable us to use it to describe in this book both the steady-state and the transient behavior of coupled oscillator arrays.

Consider the oscillator of Fig. 1-1 and let $Y_{L}$ be a resonant parallel combination of an inductor, a capacitor, and a resistor. Application of Kirchhoff's current
law to the node at the top of $Y_{L}$, using phasors with $e^{j \omega t}$ time dependence, yields,

$$
\begin{equation*}
j \omega I_{D}+\left(\frac{1}{L}+\frac{j \omega}{R}-\omega^{2} C\right) V=0 \tag{1.2-1}
\end{equation*}
$$

Now, van der Pol recognized that the active device current, $i_{d}$, would be a nonlinear function of the node voltage and modeled that nonlinear function in the time domain as,

$$
\begin{equation*}
i_{D}(t)=-\varepsilon\left(g_{1} v(t)-g_{3} v^{3}(t)\right) \tag{1.2-2}
\end{equation*}
$$

using the constants $\varepsilon, g_{1}$, and $g_{3}$ for consistency with Section 7.5 where the van der Pol model is revisited in the context of circuit parameter extraction. Thus we have that,

$$
\begin{equation*}
\frac{d}{d t} i_{D}(t)=-\varepsilon g_{1} \frac{d}{d t} v(t)+3 \varepsilon g_{3} v^{2}(t) \frac{d}{d t} v(t) \tag{1.2-3}
\end{equation*}
$$

or in phasor notation,

$$
\begin{equation*}
j \omega I_{D}=-j \omega \varepsilon\left(g_{1}-3 g_{3} V^{2}\right) V \tag{1.2-4}
\end{equation*}
$$

capital letters denoting phasors. Substituting this into Eq. (1.2-1) yields,

$$
\begin{equation*}
-j \omega \varepsilon\left(g_{1}-3 g_{3} V^{2}\right) V+\left(\frac{1}{L}+\frac{j \omega}{R}-\omega^{2} C\right) V=0 \tag{1.2-5}
\end{equation*}
$$

which may be rewritten in the form,

$$
\begin{equation*}
\left[-j \omega \varepsilon\left(g_{1}-3 g_{3} V^{2}\right)+\frac{1}{L}+\frac{j \omega}{R}-\omega^{2} C\right] V=j \omega Y V=0 \tag{1.2-6}
\end{equation*}
$$



Fig. 1-1. An oscillator as a negative admittance.
where,

$$
\begin{equation*}
Y=-\varepsilon\left(g_{1}-3 g_{3} V^{2}\right)+\frac{1}{j \omega L}+\frac{1}{R}+j \omega C \tag{1.2-7}
\end{equation*}
$$

Now, expanding this admittance in a Taylor series about the resonant frequency,

$$
\begin{equation*}
\omega_{0}=\frac{1}{\sqrt{L C}} \tag{1.2-8}
\end{equation*}
$$

results in,

$$
\begin{align*}
Y=-\varepsilon & \left(g_{1}-3 g_{3} V^{2}\right)+\frac{1}{j \omega L}+\frac{1}{R}+j \omega C \\
& \approx-\varepsilon\left(g_{1}-3 g_{3} V^{2}\right)+\frac{2 j Q}{\omega_{0} R}\left(\omega-\omega_{0}\right) \tag{1.2-9}
\end{align*}
$$

where,

$$
\begin{equation*}
Q=\omega_{0} R C \tag{1.2-10}
\end{equation*}
$$

is the traditional quality factor of the oscillator. Use of this expression for the admittance is how we will introduce the van der Pol model into our analysis of an injection locked oscillator below.

### 1.3 Injection Locking (Adler's Formalism) and Its Spectra (Locked and Unlocked)

To analytically describe the injection locking phenomenon, an oscillator can be viewed as an admittance with a negative real part connected to a resonant load admittance with a positive real part as shown in Fig. 1-1. Using this representation we proceed now to develop a differential equation for the dynamic behavior of the phase of the oscillation.

The voltage across the load admittance can be written in time varying phasor form as,

$$
\begin{equation*}
V=A(t) e^{j \theta(t)} \tag{1.3-1}
\end{equation*}
$$

where,

$$
\begin{equation*}
\theta(t)=\omega_{0} t+\varphi(t) \tag{1.3-2}
\end{equation*}
$$

Note that $V$ may also be written,

$$
\begin{equation*}
V=e^{j[\theta(t)-j \ln A(t)]} \tag{1.3-3}
\end{equation*}
$$

Kurokawa [15] suggested that the time derivative of this phasor be written in the form,

$$
\begin{equation*}
\frac{d V}{d t}=j\left[\omega_{0}+\frac{d \varphi}{d t}-j \frac{d}{d t} \ln A\right] V \tag{1.3-4}
\end{equation*}
$$

and that the quantity in brackets be identified as the "instantaneous frequency," $\omega_{\text {inst }}$. That is,

$$
\begin{equation*}
\frac{d V}{d t}=j \omega_{\text {inst }} V \tag{1.3-5}
\end{equation*}
$$

where,

$$
\begin{equation*}
\omega_{\text {inst }}=\left[\omega_{0}+\frac{d \varphi}{d t}-j \frac{d}{d t} \ln A\right] \tag{1.3-6}
\end{equation*}
$$

The negative admittance of the device, $Y_{D}$, is a function of both the frequency and the amplitude of the oscillating voltage across it. The oscillator operates at the frequency and amplitude that makes this negative admittance equal to the negative of the load admittance, $Y_{L}$, so that the total admittance is zero. Following Chang, Shapiro, and York [16], we may expand the admittance in a Taylor series about this operating point in the form,

$$
\begin{equation*}
Y\left(\omega_{\text {inst }}, A\right)=Y_{L}+Y_{D}\left(\omega_{0}, A_{0}\right)+\left.\left(\omega_{\text {inst }}-\omega_{0}\right) \frac{\partial Y}{\partial \omega}\right|_{\omega_{0}}+\cdots \tag{1.3-7}
\end{equation*}
$$

where we have neglected the amplitude dependence of $Y_{D}$. Multiplying by $V$ we obtain Kirchhoff's current law at the top node of Fig. 1-1.

$$
\begin{align*}
& Y\left(\omega_{\text {inst }}, A\right) V= \\
& \quad Y_{L} V+Y_{D}\left(\omega_{0}, A_{0}\right) V+\left.\left(\omega_{\text {inst }}-\omega_{0}\right) \frac{\partial Y}{\partial \omega}\right|_{\omega_{0}} V+\cdots=0 \tag{1.3-8}
\end{align*}
$$

In steady state, the oscillator will oscillate with frequency $\omega_{0}$ and amplitude $A_{0}$ making the derivative term zero. Then the load current cancels the oscillator current for a total of zero current exiting the node. However, if a signal is injected at the node from an external source, this equilibrium is changed to,

$$
\begin{align*}
& I_{i n j}+Y\left(\omega_{i n s t}, A\right) V= \\
& \quad I_{i n j}+Y_{L} V+Y_{D}\left(\omega_{0}, A_{0}\right) V+\left.\left(\omega_{i n s t}-\omega_{0}\right) \frac{\partial Y}{\partial \omega}\right|_{\omega_{0}} V+\cdots=0 \tag{1.3-9}
\end{align*}
$$

Inserting Eq. (1.3-6) for the instantaneous frequency results in,

$$
\begin{equation*}
I_{i n j}+Y_{D}\left(\omega_{0}, A_{0}\right) V+Y_{L} V+\left.\left[\frac{d \varphi}{d t}-j \frac{d}{d t} \ln A\right] \frac{\partial Y}{\partial \omega}\right|_{\omega_{0}} V=0 \tag{1.3-10}
\end{equation*}
$$

or,

$$
\begin{equation*}
\left[\frac{d \varphi}{d t}-j \frac{d}{d t} \ln A\right]+\frac{Y\left(\omega_{0}, A_{0}\right)}{\left.\frac{\partial Y}{\partial \omega}\right|_{\omega_{0}}}+\frac{I_{i n j}}{\left.\frac{\partial Y}{\partial \omega}\right|_{\omega_{0}} V}=0 \tag{1.3-11}
\end{equation*}
$$

We will now substitute the negative admittance appropriate to the van der Pol oscillator model and analyze the oscillator assuming that a current, $I_{i n j}$, is injected.

Recall that near $\omega_{0}$ van der Pol's model gives,

$$
\begin{equation*}
Y=-\varepsilon\left(g_{1}-3 g_{3} V^{2}\right)+\frac{2 j Q}{\omega_{0} R_{o s c}}\left(\omega-\omega_{0}\right) \tag{1.3-12}
\end{equation*}
$$

so that,

$$
\begin{equation*}
\left.\frac{\partial Y}{\partial \omega}\right|_{\omega_{0}}=\frac{2 j Q}{\omega_{0} R_{o s c}} \tag{1.3-13}
\end{equation*}
$$

Taking the real part of (1.3-11) using (1.3-13) yields,

$$
\begin{equation*}
\frac{d \varphi}{d t}+\operatorname{Re}\left(\frac{I_{i n j}}{\frac{2 j Q}{\omega_{0} R_{o s c}} V}\right)=0 \tag{1.3-14}
\end{equation*}
$$

Letting $V_{i n j}=R_{o s c} I_{i n j}$,

$$
\begin{equation*}
\frac{d \varphi}{d t}+\frac{\omega_{0}}{2 Q} \operatorname{Im}\left(\frac{V_{i n j}}{V}\right)=0 \tag{1.3-15}
\end{equation*}
$$

Using phasor notation for the injection signal, $V_{i n j}=A_{i n j} e^{j \theta_{i n j}}$ and using (1.3-2),

$$
\begin{equation*}
\frac{d \theta}{d t}=\omega_{0}+\frac{\omega_{0}}{2 Q} \frac{A_{i n j}}{A} \operatorname{Im} e^{j\left(\theta_{i n j}-\theta\right)}=\omega_{0}+\frac{\omega_{0}}{2 Q} \frac{A_{i n j}}{A} \sin \left(\theta_{i n j}-\theta\right) \tag{1.3-16}
\end{equation*}
$$

Defining, $\frac{\omega_{0}}{2 Q} \frac{A_{\text {inj }}}{A}=\Delta \omega_{\text {lock }}$, the so-called "locking range," we have,

$$
\begin{equation*}
\frac{d \theta}{d t}=\omega_{0}+\Delta \omega_{\text {lock }} \sin \left(\theta_{i n j}-\theta\right) \tag{1.3-17}
\end{equation*}
$$

known as Adler's equation [10]. Taking the imaginary part of Eq. (1.3-11) leads in the same manner to a differential equation for the amplitude dynamics but, treatment of that aspect will be postponed until Chapter 7 dealing with nonlinear analysis of oscillator arrays. For clarity and simplicity in the initial description of the array properties, the amplitude variation will be assumed negligible. If you are particularly interested, however, you may wish to consult Nogi, et al. [17], Meadows, et al. [18] , and Seetharam, et al. [19] which discuss some aspects of amplitude behavior.

Although the differential equation given by Eq. (1.3-17) is first order, it is nonlinear. Remarkably, however, it can nevertheless be solved analytically. Once the solution is obtained, it can be used to describe the dynamic behavior of the locking process and, very interestingly, the spectrum of the oscillations under both locked and unlocked conditions. We begin by solving Eq. (1.3-17) and then proceed to exhibit the spectral properties of the solution.

First, we define,

$$
\begin{equation*}
\psi=\theta-\theta_{i n j}=\left(\varphi-\varphi_{i n j}\right)+\left(\omega_{0}-\omega_{i n j}\right) t \tag{1.3-18}
\end{equation*}
$$

so that Eq. (1.3-17) may be written,

$$
\begin{equation*}
\frac{d \psi}{d t}=-\Delta \omega_{\text {lock }}\left(\sin \psi+\frac{\Delta \omega_{\text {inj }}}{\Delta \omega_{\text {lock }}}\right) \tag{1.3-19}
\end{equation*}
$$

where $\Delta \omega_{i n j}=\omega_{i n j}-\omega_{0}$. Now defining $K=\frac{\Delta \omega_{i n j}}{\Delta \omega_{\text {lock }}}$ and $\tau=\Delta \omega_{\text {lock }} t$, we have the deceptively simple looking differential equation,

$$
\begin{equation*}
\frac{d \psi}{d \tau}=-(\sin \psi+K) \tag{1.3-20}
\end{equation*}
$$

Integrating from an initial time, $\tau_{0}$, to an arbitrary subsequent time, $\tau$,

$$
\begin{equation*}
\int_{\psi\left(\tau_{0}\right)}^{\psi(\tau)} \frac{d \psi}{(\sin \psi+K)}=-\int_{\tau_{0}}^{\tau} d \tau \tag{1.3-21}
\end{equation*}
$$

we arrive at,

$$
\begin{equation*}
\tau=\tau_{0}-\int_{\psi\left(\tau_{0}\right)}^{\psi(\tau)} \frac{d \psi}{(\sin \psi+K)} \tag{1.3-22}
\end{equation*}
$$

and it remains to carry out the integration. Using the substitution,

$$
\begin{equation*}
u=\tan \left(\frac{\psi}{2}\right) \tag{1.3-23}
\end{equation*}
$$

the integral may be cast in the form,

$$
\begin{equation*}
\frac{1}{K} \int_{u_{0}}^{u} \frac{2 d u}{u^{2}+\frac{2 u}{K}+1} \tag{1.3-24}
\end{equation*}
$$

where,

$$
\begin{equation*}
u_{0}=\tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right) \tag{1.3-25}
\end{equation*}
$$

By factoring the denominator of the integrand and expanding in partial fractions, the integral, Eq. (1.3-24), can be expressed in terms of the natural logarithm function in the form,

$$
\begin{equation*}
\frac{1}{K} \int_{u_{0}}^{u} \frac{2 d u}{u^{2}+\frac{2 u}{K}+1}=\left.\frac{1}{\sqrt{1-K^{2}}} \ln \left(\frac{u-u_{2}}{u-u_{1}}\right)\right|_{u_{0}} ^{u} \tag{1.3-26}
\end{equation*}
$$

where $u_{1}$ and $u_{2}$ are the roots of the quadratic in the denominator of the integrand. That is, Eq. (1.3-22) becomes,

$$
\begin{align*}
& \int_{\psi\left(\tau_{0}\right)}^{\psi(\tau)} \frac{d \psi}{(\sin \psi+K)}= \\
& \frac{1}{\sqrt{1-K^{2}}} \ln \left(\left.\frac{K \tan \left(\frac{\psi}{2}\right)+\left(1-\sqrt{1-K^{2}}\right)}{K \tan \left(\frac{\psi}{2}\right)+\left(1+\sqrt{1-K^{2}}\right)}\right|_{\psi\left(\tau_{0}\right)} ^{\psi(\tau)}=\tau_{0}-\tau\right. \tag{1.3-27}
\end{align*}
$$

Recall that the natural logarithm function is related to the inverse hyperbolic tangent function by,

$$
\begin{equation*}
\ln \left(\frac{1+x}{1-x}\right)=2 \tanh ^{-1}(x) \tag{1.3-28}
\end{equation*}
$$

if $0 \leq x^{2}<1$. Upon using Eq. (1.3-28) in Eq. (1.3-27) we obtain,

$$
\begin{equation*}
\tau=\tau_{0}+\left.\frac{2}{\sqrt{1-K^{2}}} \tanh ^{-1}\left(\frac{\sqrt{1-K^{2}}}{K \tan \left(\frac{\psi}{2}\right)+1}\right)\right|_{\psi\left(\tau_{0}\right)} ^{\psi(\tau)} \tag{1.3-29}
\end{equation*}
$$

provided $K^{2}<1$. This condition is equivalent to,

$$
\begin{equation*}
\left|\Delta \omega_{i n j}\right|<\left|\Delta \omega_{l o c k}\right| \tag{1.3-30}
\end{equation*}
$$

which means that the injection signal frequency is within one locking range of the free-running frequency of the oscillator corresponding to the so-called
"locked" condition. If $K^{2} \geq 1$, the oscillator is said to be "unlocked" and the solution given by Eq. (1.3-27) becomes,

$$
\begin{equation*}
\tau=\tau_{0}-\left.\frac{2}{\sqrt{K^{2}-1}} \tan ^{-1}\left(\frac{\sqrt{K^{2}-1}}{K \tan \left(\frac{\psi}{2}\right)+1}\right)\right|_{\psi\left(\tau_{0}\right)} ^{\psi(\tau)} \tag{1.3-31}
\end{equation*}
$$

Now, rewriting Eqs. (1.3-29) and (1.3-31) explicitly evaluated at the limits and rearranging a bit results in,

$$
\begin{align*}
& \frac{1}{2} \sqrt{1-K^{2}}\left(\tau-\tau_{0}\right)= \\
& \tanh ^{-1}\left(\frac{\sqrt{1-K^{2}}}{K \tan \left(\frac{\psi(\tau)}{2}\right)+1}\right)-\tanh ^{-1}\left(\frac{\sqrt{1-K^{2}}}{K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+1}\right) \tag{1.3-32}
\end{align*}
$$

and,

$$
\begin{align*}
& -\frac{1}{2} \sqrt{K^{2}-1}\left(\tau-\tau_{0}\right)= \\
& \tan ^{-1}\left(\frac{\sqrt{K^{2}-1}}{K \tan \left(\frac{\psi(\tau)}{2}\right)+1}\right)-\tan ^{-1}\left(\frac{\sqrt{K^{2}-1}}{K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+1}\right) \tag{1.3-33}
\end{align*}
$$

We now make use of the following pair of identities.

$$
\begin{gather*}
\tanh ^{-1}(x)-\tanh ^{-1}\left(x_{0}\right)=\tanh ^{-1}\left(\frac{x-x_{0}}{1-x x_{0}}\right)  \tag{1.3-34}\\
\tan ^{-1}(x)-\tan ^{-1}\left(x_{0}\right)=\tan ^{-1}\left(\frac{x-x_{0}}{1+x x_{0}}\right) \tag{1.3-35}
\end{gather*}
$$

Applying these to Eqs. (1.3-32) and (1.3-33), respectively, we obtain,

$$
\begin{align*}
& \tanh \left[\frac{1}{2} \sqrt{1-K^{2}}\left(\tau-\tau_{0}\right)\right]= \\
& -\quad-\left[\tan \left(\frac{\psi(\tau)}{2}\right)-\tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)\right]  \tag{1.3-36}\\
& K+K \tan \left(\frac{\psi(\tau)}{2}\right) \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\tan \left(\frac{\psi(\tau)}{2}\right)+\tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right) \\
& \tan \left[\frac{1}{2} \sqrt{1-K^{2}}\left(\tau-\tau_{0}\right)\right]=  \tag{1.3-37}\\
& {\left[\tan \left(\frac{\psi(\tau)}{2}\right)-\tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)\right]} \\
& K+K \tan \left(\frac{\psi(\tau)}{2}\right) \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\tan \left(\frac{\psi(\tau)}{2}\right)+\tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)
\end{align*}
$$

These equations may now be solved for $\psi(\tau)$. The results are,

$$
\begin{align*}
& \psi(\tau)= \\
& 2 \tan ^{-1}\left\{\frac{\tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)-\tanh \left[\frac{1}{2} \sqrt{1-K^{2}}\left(\tau-\tau_{0}\right)\right]\left[K+\tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)\right]}{1+\tanh \left[\frac{1}{2} \sqrt{1-K^{2}}\left(\tau-\tau_{0}\right)\right]\left[1+K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)\right]}\right\}  \tag{1.3-38}\\
& \psi(\tau)= \\
& 2 \tan ^{-1}\left\{\frac{\tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\tan \left[\frac{1}{2} \sqrt{K^{2}-1}\left(\tau-\tau_{0}\right)\right]\left[K+\tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)\right]}{1-\tan \left[\frac{1}{2} \sqrt{K^{2}-1}\left(\tau-\tau_{0}\right)\right]\left[1+K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)\right]}\right\} \tag{1.3-39}
\end{align*}
$$

These represent the exact analytic solution of Eq. (1.3-20) giving the dynamic behavior of the phase of an externally injection locked oscillator for all time subsequent to $\tau_{0}$. While they are actually the same solution, Eq. (1.3-38) is
conveniently applied when $K^{2}<1$, and Eq. (1.3-39) is conveniently applied when $K^{2}>1$. When $K^{2}=1$, Eqs. (1.3-38) and (1.3-39) are identical.

We will now proceed to study the spectral properties of this solution. It will be expedient to return to the logarithmic representation in Eq. (1.3-27). For the locked condition we have,

$$
\begin{align*}
& \ln \left\{\left(\frac{K \tan \left(\frac{\psi(\tau)}{2}\right)+\left(1-\sqrt{1-K^{2}}\right)}{K \tan \left(\frac{\psi(\tau)}{2}\right)+\left(1+\sqrt{1-K^{2}}\right)}\right)\left(\frac{K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\left(1+\sqrt{1-K^{2}}\right)}{K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\left(1-\sqrt{1-K^{2}}\right)}\right)\right\}=  \tag{1.3-40}\\
& \left(\tau_{0}-\tau\right) \sqrt{1-K^{2}}
\end{align*}
$$

Exponentiating both sides yields,

$$
\begin{align*}
& \left\{\left(\frac{K \tan \left(\frac{\psi(\tau)}{2}\right)+\left(1-\sqrt{1-K^{2}}\right)}{K \tan \left(\frac{\psi(\tau)}{2}\right)+\left(1+\sqrt{1-K^{2}}\right)}\right)\left(\frac{K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\left(1+\sqrt{1-K^{2}}\right)}{K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\left(1-\sqrt{1-K^{2}}\right)}\right)\right\}=  \tag{1.3-41}\\
& e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}
\end{align*}
$$

For simplicity of notation, the second factor in the curly brackets, being a constant that depends on the initial conditions, will be defined to be $1 / C_{0}$. Thus,

$$
\begin{equation*}
\left(\frac{K \tan \left(\frac{\psi(\tau)}{2}\right)+\left(1-\sqrt{1-K^{2}}\right)}{K \tan \left(\frac{\psi(\tau)}{2}\right)+\left(1+\sqrt{1-K^{2}}\right)}\right)=C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}} \tag{1.3-42}
\end{equation*}
$$

Now solving for $\psi(\tau)$,

$$
\begin{equation*}
\psi(\tau)=2 \tan ^{-1}\left[\frac{\sqrt{1-K^{2}}}{K}\left(\frac{1+C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}}{1-C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}}\right)-\frac{1}{K}\right] \tag{1.3-43}
\end{equation*}
$$

Recall that,

$$
\begin{equation*}
\tan ^{-1}(x)=\frac{j}{2} \ln \left(\frac{j+x}{j-x}\right) \tag{1.3-44}
\end{equation*}
$$

So that Eq. (1.3-43) may be written in the form,

$$
\begin{equation*}
\psi(\tau)=j \ln \left\{\frac{j+\frac{\sqrt{1-K^{2}}}{K}\left(\frac{1+C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}}{1-C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}}\right)-\frac{1}{K}}{j-\frac{\sqrt{1-K^{2}}}{K}\left(\frac{1+C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}}{1-C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}}\right)+\frac{1}{K}}\right\} \tag{1.3-45}
\end{equation*}
$$

Again exponentiating both sides,

$$
\begin{equation*}
e^{j \psi(\tau)}=\left\{\frac{j-\frac{\sqrt{1-K^{2}}}{K}\left(\frac{1+C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}}{1-C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}}\right)+\frac{1}{K}}{j+\frac{\sqrt{1-K^{2}}}{K}\left(\frac{1+C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}}{1-C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}}\right)-\frac{1}{K}}\right\} \tag{1.3-46}
\end{equation*}
$$

This can be rearranged as,

$$
\begin{align*}
& e^{j \psi(\tau)}= \\
& \left\{\frac{\left(j K+1-\sqrt{1-K^{2}}\right)-\left(j K+1+\sqrt{1-K^{2}}\right) C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}}{\left(j K-1+\sqrt{1-K^{2}}\right)-\left(j K-1-\sqrt{1-K^{2}}\right) C_{0} e^{-\left(\tau-\tau_{0}\right) \sqrt{1-K^{2}}}}\right\} \tag{1.3-47}
\end{align*}
$$

Equation (1.3-47) gives the dynamic behavior of the oscillator voltage as the phase evolves from $\psi\left(\tau_{0}\right)$ to $\psi(\tau)$. This behavior is exponential, not oscillatory, and the steady-state value of the phase at infinite time is $-\sin ^{-1}(K)$. Returning to Eq. (1.3-1) and using Eq. (1.3-18) we find that the oscillator voltage in steady state is,

$$
\begin{equation*}
V_{s s}=A(t) e^{j \theta(t)}=A e^{j\left(\psi+\theta_{i n j}\right)}-=A e^{j\left(-\sin ^{-1}(K)+\varphi_{i n j}+\omega_{i n j} t\right.} \tag{1.3-48}
\end{equation*}
$$

Thus, the spectrum is a single line at frequency $\omega_{i n j}$ and there is a steady-state phase difference between the oscillator signal and the injection signal of $\sin ^{-1}(K)$.

Suppose we allow K to become larger than unity in magnitude. In such a case, the injection signal frequency lies outside the locking range around the free running frequency and the oscillator will be in the "unlocked" condition described by Eq. (1.3-39). Now, however, the spectral properties of the solution become more interesting. We follow an approach suggested by Armand. [20] In this situation, Eq. (1.3-47) becomes,

$$
\begin{align*}
& e^{j \psi(\tau)}= \\
& \left\{\frac{\left(j K+1-j \sqrt{K^{2}-1}\right)-\left(j K+1+j \sqrt{K^{2}-1}\right) C_{0} e^{-j \sqrt{K^{2}-1}\left(\tau-\tau_{0}\right)}}{\left(j K-1+j \sqrt{K^{2}-1}\right)-\left(j K-1-j \sqrt{K^{2}-1}\right) C_{0} e^{-j \sqrt{K^{2}-1}\left(\tau-\tau_{0}\right)}}\right\} \tag{1.3-49}
\end{align*}
$$

or,

$$
\begin{equation*}
e^{j \psi(\tau)}=\left\{\frac{A_{1}-A_{2} C_{0} e^{-j T}}{B_{1}-B_{2} C_{0} e^{-j T}}\right\} \tag{1.3-50}
\end{equation*}
$$

where,

$$
\begin{align*}
A_{1} & =j K+1-j \sqrt{K^{2}-1} \\
A_{2} & =j K+1+j \sqrt{K^{2}-1} \\
B_{1} & =j K-1+j \sqrt{K^{2}-1}  \tag{1.3-51}\\
B_{2} & =j K-1-j \sqrt{K^{2}-1} \\
T & =\sqrt{K^{2}-1}\left(\tau-\tau_{0}\right) \tag{1.3-52}
\end{align*}
$$

and,

$$
\begin{equation*}
C_{0}=\left(\frac{K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\left(1-j \sqrt{K^{2}-1}\right)}{K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\left(1+j \sqrt{K^{2}-1}\right)}\right) \tag{1.3-53}
\end{equation*}
$$

Expanding Eq. (1.3-49) in a geometric series yields,

$$
\begin{equation*}
e^{j \psi(\tau)}=\frac{A_{1}}{B_{1}}+\left\{\frac{A_{1}}{B_{1}}-\frac{A_{2}}{B_{2}}\right\} \sum_{n=1}^{\infty}\left(\frac{B_{2}}{B_{1}} C_{0}\right)^{n} e^{-j n T} \tag{1.3-54}
\end{equation*}
$$

Now, the magnitude of the common ratio of the series is,

$$
\begin{align*}
& \left|\frac{B_{2}}{B_{1}} C_{0}\right|= \\
& \left|\frac{j K-1-j \sqrt{K^{2}-1}}{j K-1+j \sqrt{K^{2}-1}}\right|\left|\frac{K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\left(1-j \sqrt{K^{2}-1}\right)}{K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\left(1+j \sqrt{K^{2}-1}\right)}\right|=  \tag{1.3-55}\\
& \sqrt{\frac{1+\left(K-\sqrt{K^{2}-1}\right)^{2}}{1+\left(K+\sqrt{K^{2}-1}\right)^{2}}}
\end{align*}
$$

This is less than unity for positive $K$ and the series converges for all $T$. If, on the other hand, $K$ is negative, we instead expand the reciprocal of Eq. (1.3-49),

$$
\begin{align*}
& e^{-j \psi(\tau)}=\left\{\frac{B_{1}-B_{2} C_{0} e^{-j T}}{A_{1}-A_{2} C_{0} e^{-j T}}\right\}=  \tag{1.3-56}\\
& \quad \frac{B_{1}}{A_{1}}+\left\{\frac{B_{1}}{A_{1}}-\frac{B_{2}}{A_{2}}\right\} \sum_{n=1}^{\infty}\left(\frac{A_{2}}{A_{1}} C_{0}\right)^{n} e^{-j n T}
\end{align*}
$$

and the magnitude of the common ratio is,

$$
\begin{align*}
& \left|\frac{A_{2}}{A_{1}} C_{0}\right|= \\
& \left.\left|\frac{j K+1+j \sqrt{K^{2}-1}}{j K+1-j \sqrt{K^{2}-1}}\right| \frac{K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\left(1-j \sqrt{K^{2}-1}\right)}{K \tan \left(\frac{\psi\left(\tau_{0}\right)}{2}\right)+\left(1+j \sqrt{K^{2}-1}\right)} \right\rvert\,=  \tag{1.3-57}\\
& \sqrt{\frac{1+\left(K+\sqrt{K^{2}-1}\right)^{2}}{1+\left(K-\sqrt{K^{2}-1}\right)^{2}}}
\end{align*}
$$

which is less than unity for K negative. Expressions (1.3-54) and (1.3-56) thus provide convergent series representations of the solution for the phase dynamics under unlocked conditions and we note that they are actually Fourier series. As such, the coefficients are the amplitudes of the harmonics of a line spectrum representing the oscillator signal. This spectrum has a well-known classic form that is easily observed experimentally using a spectrum analyzer and is depicted schematically in Fig. 1-2.
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Fig. 1-2. Spectra of an unlocked injected oscillator.
(This K is Kurokawa's [15], which is the negative of Adler's [10] and Armand's [20].)

These mirror-image spectra have a number of interesting features. The most obvious feature is that they are one-sided, which may seem puzzling, but is a natural result of the analysis. Secondly, the amplitudes decrease linearly on a logarithmic scale as one progresses away from the injection frequency. This is a consequence of the geometric nature of the series representing the solution. Finally, the spacing between the spectral lines decreases with the proximity of the injection frequency to the oscillator free running frequency and, when the injection frequency differs from the free running frequency by exactly one locking range, the spacing goes to zero and the oscillator locks, reducing the spectrum to a single line at $\omega_{i n j}$.

Before we can legitimately call this analysis of injection locking complete, there remains one important issue to consider. The oscillator model shown in Fig. 1-1 exhibits a parallel resonance. It is, of course, possible to design an oscillator that exhibits a series resonance, and the question then becomes: How is this difference manifest in the formalism presented? This question has been studied in detail by Chang, Shapiro, and York [16]. They pointed out that the Taylor series for the admittance in the parallel resonant oscillator, Eq.(1.2-9), is identical in form to the Taylor expansion of the impedance in the series resonant case. We can see this by considering the series resonant oscillator shown in Fig. 1-3. In this case the resonant load, $Z_{L}$, on the active device is a series combination of an inductor, a capacitor, and a resistor.

The output signal here is the current through this resonant series combination rather than the node voltage used in the parallel case. Application of Kirchhoff's voltage law around the oscillator loop yields,


Fig. 1-3. An oscillator as a negative impedance.

$$
\begin{equation*}
V_{D}+\left(j \omega L+R+\frac{1}{j \omega C}\right) I=0 \tag{1.3-58}
\end{equation*}
$$

Using a van der Pol type nonlinearity, the analog of Eq. (1.2-2) is,

$$
\begin{equation*}
v_{D}(t)=-\varepsilon\left(r_{1} i(t)-r_{3} i^{3}(t)\right) \tag{1.3-59}
\end{equation*}
$$

and the analog of Eq. (1.2-7) is,

$$
\begin{equation*}
Z=-\varepsilon\left(r_{1}-3 r_{3} I^{2}\right)+j \omega L+R+\frac{1}{j \omega C}=\frac{1}{Y} \tag{1.3-60}
\end{equation*}
$$

Expanding $Y$ in a Taylor series about the resonant frequency, we arrive at

$$
\begin{equation*}
Y \approx \frac{1}{R-\varepsilon\left(r_{1}-3 r_{3} I^{2}\right)}-\frac{2 j Q}{\omega_{0} R}\left(\omega-\omega_{0}\right) \tag{1.3-61}
\end{equation*}
$$

Comparing with Eq. (1.2-9) we see that the salient difference is the change in sign of the linear term in frequency. This in turn induces a change in the algebraic sign of the sine term in Eq. (1.3-17) resulting in,

$$
\begin{equation*}
\frac{d \theta}{d t}=\omega_{0}-\Delta \omega_{l o c k} \sin \left(\theta_{i n j}-\theta\right) \tag{1.3-62}
\end{equation*}
$$

and the remainder of the analysis proceeds as for the parallel resonant case above. We will further describe the implications of this when we consider more than one oscillator.

### 1.4 Mutual Injection Locking of Two Oscillators

Consider now two parallel resonant oscillators, identical except for free-running frequency, coupled together so that each injects a signal into the other. Such a system was considered by Stephan and Young [3] in which the coupling was due to free-space mutual coupling between radiating elements excited by the oscillators. We may describe this situation using Adler's Eq. (1.3-17) for each oscillator. That is,

$$
\begin{equation*}
\frac{d \theta_{1}}{d t}=\omega_{01}+\Delta \omega_{\text {lock }} \sin \left(\theta_{2}-\theta_{1}\right) \tag{1.4-1}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d \theta_{2}}{d t}=\omega_{02}+\Delta \omega_{\text {lock }} \sin \left(\theta_{1}-\theta_{2}\right) \tag{1.4-2}
\end{equation*}
$$

where the subscripts identify the oscillators. Subtracting these equations yields,

$$
\begin{equation*}
\frac{d\left(\theta_{1}-\theta_{2}\right)}{d t}=\left(\omega_{01}-\omega_{02}\right)+2 \Delta \omega_{l o c k} \sin \left(\theta_{2}-\theta_{1}\right) \tag{1.4-3}
\end{equation*}
$$

We now define,

$$
\begin{equation*}
\tilde{\psi}=\theta_{1}-\theta_{2} \tag{1.4-4}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{K}=\frac{\omega_{02}-\omega_{01}}{2 \Delta \omega_{\text {lock }}} \tag{1.4-5}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\tau}=2 \Delta \omega_{\text {lock }} t \tag{1.4-6}
\end{equation*}
$$

so that Eq. (1.4-3) becomes,

$$
\begin{equation*}
\frac{d \tilde{\psi}}{d \tilde{\tau}}=-(\sin \tilde{\psi}+\tilde{K}) \tag{1.4-7}
\end{equation*}
$$

which is identical with Eq. (1.3-20) except for the tildes and all of the preceding results apply. Note that the locking range is replaced by twice the locking range in this equation. This happens because the injecting oscillator frequency is permitted to change under the influence of the oscillator being injected. The result is that the two oscillator frequencies can differ by nearly twice the locking range and still maintain lock. This is true because it will turn out that the steady-state oscillation frequency of the pair is the average of the two freerunning frequencies, and we can show this as follows.

Recall that in steady state, if $\widetilde{K}<1$ so the oscillators are locked, $\tilde{\psi}=-\sin ^{-1} \tilde{K}$ , a constant, so its time derivative is zero. Further, from Eq. (1.4-4) we have,

$$
\begin{equation*}
\theta_{1}=\theta_{2}+\tilde{\psi} \tag{1.4-8}
\end{equation*}
$$

so that, in steady state,

$$
\begin{equation*}
\frac{d \theta_{1}}{d \tilde{\tau}}=\frac{d \theta_{2}}{d \tilde{\tau}}+\frac{d \tilde{\psi}}{d \tilde{\tau}}=\frac{d \theta_{2}}{d \tilde{\tau}} \tag{1.4-9}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
2 \frac{d \theta_{1}}{d \tilde{\tau}}=\frac{d \theta_{2}}{d \tilde{\tau}}+\frac{d \theta_{1}}{d \tilde{\tau}} \tag{1.4-10}
\end{equation*}
$$

or,

$$
\begin{equation*}
\frac{d \theta_{1}}{d \tilde{\tau}}=\frac{d}{d \tilde{\tau}}\left(\frac{\theta_{1}+\theta_{2}}{2}\right)=\frac{\omega_{01}+\omega_{02}}{2} \tag{1.4-11}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\frac{d \theta_{2}}{d \tilde{\tau}}=\frac{d}{d \tilde{\tau}}\left(\frac{\theta_{1}+\theta_{2}}{2}\right)=\frac{\omega_{01}+\omega_{02}}{2} \tag{1.4-12}
\end{equation*}
$$

Thus, we conclude that the steady-state frequency of the two oscillators, when mutually locked, that is, the "ensemble frequency," is the average of their freerunning frequencies.

It now becomes clear how it is that the locking range for the two oscillators is twice that for one. One may visualize each oscillator differing from the ensemble frequency of the pair by one locking range so that the total difference between the free-running frequencies of the two oscillators is, not one, but two locking ranges. The term "ensemble frequency" has no relevance when one of the oscillators injection locks the other and is not influenced by the injected oscillator as discussed previously. In that case, as was demonstrated, the steadystate frequency is the injection frequency.

Now suppose that the coupling between the oscillators is accomplished via a transmission line so that there is a phase delay associated with the coupled signal. This coupling phase changes the phase relationship between the coupled signal and the oscillator that produced it and thus modifies the behavior of the oscillator pair. We can account for this in our formulation by inserting the coupling phase shift through the transmission line, $\Phi_{12}$, into Eqs. (1.4-1) and (1.4-2) resulting in,

$$
\begin{equation*}
\frac{d \theta_{1}}{d t}=\omega_{01}+\Delta \omega_{l o c k} \sin \left(\theta_{2}-\theta_{1}-\Phi_{12}\right) \tag{1.4-13}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d \theta_{2}}{d t}=\omega_{02}+\Delta \omega_{l o c k} \sin \left(\theta_{1}-\theta_{2}-\Phi_{12}\right) \tag{1.4-14}
\end{equation*}
$$

where we have assumed that the transmission line is reciprocal so that the coupling phase is the same in both directions. Using trigonometric identities, Eqs. (1.4-13) and (1.4-14) may be re-written in the form,

$$
\begin{align*}
\frac{d \theta_{1}}{d t} & =\left[\omega_{01}-\Delta \omega_{l o c k} \sin \Phi_{12} \cos \left(\theta_{2}-\theta_{1}\right)\right]  \tag{1.4-15}\\
& +\left[\Delta \omega_{l o c k} \cos \Phi_{12}\right] \sin \left(\theta_{2}-\theta_{1}\right) \\
\frac{d \theta_{2}}{d t} & =\left[\omega_{02}-\Delta \omega_{l o c k} \sin \Phi_{12} \cos \left(\theta_{1}-\theta_{2}\right)\right]  \tag{1.4-16}\\
& +\left[\Delta \omega_{l o c k} \cos \Phi_{12}\right] \sin \left(\theta_{1}-\theta_{2}\right)
\end{align*}
$$

Again by subtraction we obtain,

$$
\begin{equation*}
\frac{d\left(\theta_{1}-\theta_{2}\right)}{d t}=\left(\omega_{01}-\omega_{02}\right)-2\left(\Delta \omega_{l o c k} \cos \Phi_{12}\right) \sin \left(\theta_{1}-\theta_{2}\right) \tag{1.4-17}
\end{equation*}
$$

Comparing with Eq. (1.4-3) we see that the locking range has been modified by the cosine of the coupling phase. We define this effective locking range to be,

$$
\begin{equation*}
\Delta \omega_{e f f}=\Delta \omega_{l o c k} \cos \Phi_{12} \tag{1.4-18}
\end{equation*}
$$

and using this in place of the unmodified locking range, the preceding theory may be applied to the case having non-zero coupling phase. One obvious consequence of this is that, if the coupling phase is 90 degrees (deg) or an odd multiple thereof, the effective locking range becomes zero and the two oscillators cannot be made to lock.

If, instead of subtracting Eqs. (1.3-15) and (1.3-16), we add them, we obtain

$$
\begin{equation*}
\frac{d\left(\theta_{1}+\theta_{2}\right)}{d t}=\left(\omega_{01}+\omega_{02}\right)-2\left(\Delta \omega_{\text {lock }} \sin \Phi_{12}\right) \cos \left(\theta_{1}-\theta_{2}\right) \tag{1.4-19}
\end{equation*}
$$

and we note that the ensemble frequency Eq. (1.4-12) is replaced by,

$$
\begin{equation*}
\omega_{\text {ens }}=\frac{\left(\omega_{01}+\omega_{02}\right)}{2}-\left(\Delta \omega_{l o c k} \sin \Phi_{12}\right) \cos \left(\theta_{1}-\theta_{2}\right) \tag{1.4-20}
\end{equation*}
$$

which varies sinusoidally with coupling phase. This variation of ensemble frequency with coupling phase has been studied in somewhat more detail by

Sancheti and Fusco in the context of an active radiator coupling with its image in a reflecting object [21] [22].

Before moving on to study arrays of oscillators we take a quick look at the stability of the behavior of two coupled oscillators. Much more detail on this subject may be found in Chapter 7. The stability of the solution can be assessed by assuming that the oscillators are evolving according to a solution of Eq. (1.4-17) and perturbing the phase difference away from that solution by a small amount, $\delta$. This results in the following differential equation for the time dependence of the perturbation.

$$
\begin{equation*}
\frac{d \delta}{d t}=-\left[2 \Delta \omega_{\text {lock }} \cos \Phi_{12} \cos \left(\theta_{1}-\theta_{2}\right)\right] \delta \tag{1.4-21}
\end{equation*}
$$

This equation has the solution,

$$
\begin{equation*}
\delta(t)=e^{-\left[2 \Delta \omega_{\text {lock }} \cos \Phi_{12} \cos \left(\theta_{1}-\theta_{2}\right)\right] t} \tag{1.4-22}
\end{equation*}
$$

The solution for the oscillator phase difference is stable against the perturbation, $\delta$, if the exponent is negative. That is,

$$
\begin{equation*}
\cos \Phi_{12} \cos \left(\theta_{1}-\theta_{2}\right)>0 \tag{1.4-23}
\end{equation*}
$$

This means that, if the magnitude of the coupling phase is less than 90 deg , the oscillators will lock such that their phases differ by less than 90 deg; while if the magnitude of the coupling phase is greater than 90 deg , the oscillators will lock such that their phases differ by more than 90 deg; that is, they will tend to oscillate out of phase. This behavior was predicted and observed by Stephan and Young [3] and formulated and studied in more detail by Humphrey and Fusco [23] [24] using an earlier theoretical construct they formulated for linear chains of coupled oscillators [25].

Conversely, for series resonant oscillators, the stability condition is,

$$
\begin{equation*}
\cos \Phi_{12} \cos \left(\theta_{1}-\theta_{2}\right)<0 \tag{1.4-24}
\end{equation*}
$$

and the behavior of the oscillators will be opposite that described above. These properties have been exploited by Lee and Dalman in switching pairs of coupled oscillators from symmetric to antisymmetric phase by changing the coupling phase [26]. All of these effects have been observed experimentally as reported by Chang, Shapiro, and York [16]. Thus, the optimum coupling phase
for parallel resonant oscillators is an even multiple of 180 deg , while that for series resonant oscillators is an odd multiple of 180 deg.

Very recently, it was pointed out that a given oscillator can present either series or parallel resonance depending upon where in the oscillator circuit the coupling is implemented [27].

### 1.5 Conclusion

In this Chapter we have developed a theory of oscillator behavior that admits the possibility of coupling the oscillators together such that they can mutually injection lock and thus oscillate as a coherent ensemble. This behavior is central to the remainder of the book as it forms the basis of the applications to be discussed. In Chapter 2 this theoretical framework will be applied in describing the behavior of arrays containing many oscillators coupled together in linear and planar configurations. The coupling for the most part is with nearest neighbors only. More elaborate coupling schemes have been studied in mathematical biology but remain as a potentially fruitful but largely untapped resource in the arena of phased-array antennas.

# Chapter 2 <br> Coupled Oscillator Arrays - Basic Analytical Description and Operating Principles 

In this chaper we will show how to use the theory developed in Chapter 1 to mathematically describe a linear array of oscillators coupled to nearest neighbors. It was Karl Stephan who first showed that such arrays can be useful in providing excitation signals for a linear array of radiating elements in that if locking signals are injected into the end oscillators of the array, variation of the relative phase of the locking signals can be used to control the distribution of the phase of the signals across the array [1]. Later, Liao and York pointed out that by merely tuning the end oscillators of the array the phase distribution can be controlled without any external injection signals [28]. We will show that, while the equations and associated boundary conditions at the array ends can describe the nonlinear behavior of the array through numerical solution, if the inter-oscillator phase differences remain small, the equations may be linearized. The linearized version may be solved analytically for the dynamic behavior of the phase, and from this one may obtain the dynamic behavior of the beam radiated by the elements of this linear phased array antenna.

An important consideration in the analysis is the manner in which the oscillators are coupled. The coupling can be represented as a "coupling network" connected to the array of oscillators, and this network can be
described in terms of its port characteristics; that is, in terms of its admittance matrix or its scattering matrix.

The above theoretical description will then be generalized to planar arrays of oscillators coupled to nearest neighbors and the phase dynamics obtained by solution of the resulting equations. Here again, the coupling can be described in terms of port characteristics.

### 2.1 Fundamental Equations

Recall that two oscillators coupled together as symbolized in Fig. 2-1 were described by Eqs. (1.4-1) and (1.4-2). We now consider the generalization to $2 N+1$ oscillators shown in Fig. 2-2. The generalization of Eqs. (1.4-1) and (1.4-2) is,

$$
\begin{align*}
& \frac{d \theta_{i}}{d t}=\omega_{0 i}+\Delta \omega_{\text {lock }} \sin \left(\theta_{i+1}-\theta_{i}-\Phi_{i, i+1}\right)  \tag{2.1-1}\\
& \quad+\Delta \omega_{\text {lock }} \sin \left(\theta_{i-1}-\theta_{i}-\Phi_{i, i-1}\right)
\end{align*}
$$

where $i$ is an integer index that identifies each oscillator and runs from $-N$ to $N$. We choose the number of oscillators to be odd so that there will be a center oscillator. This is not really necessary as the theory can be adapted to an even number of oscillators also. (A simple artifice for accomplishing this is to generalize $N$ to half of an odd integer value so that $2 N+1$ becomes an even number and let the index, $i$, take on only half integer values from $-N / 2$ to $N / 2$ with unit increments.)


Fig. 2-1. Two coupled oscillators.


Fig. 2-2. $2 N+1$ coupled oscillators.

However, from a practical point of view, it is convenient to have a center point at which to inject an external signal from a stable oscillator for the purpose of stabilizing the array oscillation. We therefore select the number to be odd. Note that, because the end oscillators are coupled to only one other oscillator, they are described by differential equations with only one sine term on the right side; that is,

$$
\begin{gather*}
\frac{d \theta_{-N}}{d t}=\omega_{0 N}+\Delta \omega_{\text {lock }} \sin \left(\theta_{-N+1}-\theta_{-N}-\Phi_{-N,-N+1}\right)  \tag{2.1-2}\\
\frac{d \theta_{N}}{d t}=\omega_{0 N}+\Delta \omega_{\text {lock }} \sin \left(\theta_{N-1}-\theta_{N}-\Phi_{N, N-1}\right) \tag{2.1-3}
\end{gather*}
$$

Note further that, because the maximum magnitude of the sine function is unity, the end oscillators of the array can be detuned from their nearest neighbors by a maximum of one locking range without losing lock whereas the center oscillator can be detuned up to two locking ranges. The maximum permitted detuning of the other oscillators will lie between one and two locking ranges. (See Section 3.1, Eq. (3.1-35).)

This system of simultaneous nonlinear first-order differential equations, (2.1-1)-(2.1-3), can be solved numerically beginning with an initial phase distribution and oscillator tuning thus providing the phase distribution at all subsequent times. However, numerical solution does not provide an intuitive grasp of the behavior and how the parameters affect it. This intuitive understanding may be more easily gleaned from an approximate analytic solution. Then, later, if a more exact result is needed, the numerical approach can be applied.

Before proceeding to solve Eqs. (2.1-1) to (2.1-3) by linearization, we remark that the oscillator tuning required to produce a desired steady-state phase distribution may be easily obtained from these equations. That is, in steady state the time derivatives are zero, and from (2.1-1) to (2.1-3) the oscillator tuning is merely,

$$
\begin{gather*}
\omega_{0 i}-\omega_{r e f}=-\Delta \omega_{\text {lock }} \sin \left(\varphi_{i+1}-\varphi_{i}-\Phi_{i, i+1}\right) \\
-\Delta \omega_{\text {lock }} \sin \left(\varphi_{i-1}-\varphi_{i}-\Phi_{i, i-1}\right)  \tag{2.1-4}\\
\omega_{0,-N}-\omega_{r e f}=-\Delta \omega_{\text {lock }} \sin \left(\varphi_{-N+1}-\varphi_{-N}-\Phi_{-N,-N+1}\right) \tag{2.1-5}
\end{gather*}
$$

$$
\begin{equation*}
\omega_{0 N}-\omega_{r e f}=-\Delta \omega_{l o c k} \sin \left(\varphi_{N-1}-\varphi_{N}-\Phi_{N, N-1}\right) \tag{2.1-6}
\end{equation*}
$$

where we have defined a new phase variable via,

$$
\begin{equation*}
\theta_{i}=\varphi_{i}+\omega_{r e f} t \tag{2.1-7}
\end{equation*}
$$

and $\omega_{r e f}$ is taken to be the ensemble frequency of the array.
Let us assume for the moment that the coupling phases are a multiple of $\pi$, and sum (2.1-4)-(2.1-6) over the $2 \mathrm{~N}+1$ array elements. We find that under this assumption,

$$
\begin{align*}
& \sum_{i=-N}^{N} \omega_{0 i}-N \omega_{r e f}= \\
& -\Delta \omega_{\text {lock }} \sum_{i=-N+1}^{N-1} \sin \left(\varphi_{i+1}-\varphi_{i}-\Phi\right)+\sin \left(\varphi_{i-1}-\varphi_{i}-\Phi\right)  \tag{2.1-8}\\
& \quad-\Delta \omega_{\text {lock }} \sin \left(\varphi_{N-1}-\varphi_{N}-\Phi\right)-\Delta \omega_{\text {lock }} \sin \left(\varphi_{-N-1}-\varphi_{-N}-\Phi\right)=0
\end{align*}
$$

so that,

$$
\begin{equation*}
\omega_{r e f}=\frac{1}{N} \sum_{i=-N}^{N} \omega_{0 i} \tag{2.1-9}
\end{equation*}
$$

the average of the free-running frequencies. Thus, we have shown that for coupling phase equal to a multiple of $\pi$, the ensemble frequency of the array is the average of the free running frequencies of the oscillators.

As an example, in an array with zero coupling phase, a linear phase distribution with an inter-oscillator phase difference of $\delta \varphi$ requires,

$$
\begin{gather*}
\omega_{0 i}-\omega_{r e f}=0  \tag{2.1-10}\\
\omega_{0,-N}-\omega_{r e f}=-\Delta \omega_{l o c k} \sin (\delta \varphi)  \tag{2.1-11}\\
\omega_{0 N}-\omega_{r e f}=\Delta \omega_{l o c k} \sin (\delta \varphi) \tag{2.1-12}
\end{gather*}
$$

Thus, beginning with all the oscillators tuned to the reference frequency, tuning the leftmost oscillator down in frequency by half of the locking range and tuning the rightmost oscillator up in frequency by half of the locking range will produce a phase distribution across the array with a positive slope of $\pi / 6$ radians between oscillators, $\pi / 6$ being the arcsine of $1 / 2$. If the oscillator outputs are used to excite radiating elements spaced a half wavelength ( $\pi$ radians) apart, the radiated beam will be directed 9.6 deg from normal to the array, that is, the arcsine of $1 / 6$. It is this method of beam-steering that was first described by Liao and York. [28] Of course, much more general phase distributions are possible and the required oscillator tunings to produce them are given by Eqs. (2.1-4)-(2.1-6).

### 2.2 Discrete Model Solution (Linearization and Laplace Transformation)

In order to render the analytic solution tractable, we assume that the arguments of the sine functions in Eqs. (2.1-1)-(2.1-2) are close to an integral multiple of $2 \pi$. Specifically, we will assume that the coupling phase is zero and that the inter-oscillator phase differences are small so that the sine functions can be approximated by their arguments. In this approximation, Eq. (2.1-1) becomes,

$$
\begin{equation*}
\frac{d \theta_{i}}{d t}=\omega_{0 i}+\Delta \omega_{l o c k}\left(\theta_{i+1}-2 \theta_{i}+\theta_{i-1}\right) \tag{2.2-1}
\end{equation*}
$$

Similarly, Eqs. (2.1-2) and (2.1-3) become,

$$
\begin{gather*}
\frac{d \theta_{-N}}{d t}=\omega_{0,-N}+\Delta \omega_{\text {lock }}\left(\theta_{-N+1}-\theta_{-N}\right)  \tag{2.2-2}\\
\frac{d \theta_{N}}{d t}=\omega_{0 N}+\Delta \omega_{\text {lock }}\left(\theta_{N-1}-\theta_{N}\right) \tag{2.2-3}
\end{gather*}
$$

Note that these approximate linearized equations would seem to imply that the end oscillators of the array can be detuned by $\pi / 2$ locking ranges and the center one can be detuned by $\pi$ locking ranges and still remain locked because the phase differences between oscillators remain less than or equal to $\pi / 2$. However, from the full nonlinear theory of Section 2.1, we know that this is actually not true. These linearized equations only apply when the phase differences are small so that the sine functions may be accurately replaced by their arguments and $\pi / 2$ is certainly not a small value in this sense.

In terms of the new phase, Eq. (2.1-7), we find that Eqs. (2.2-1)-(2.2-3) become,

$$
\begin{gather*}
\frac{d \varphi_{i}}{d t}=\omega_{0 i}-\omega_{r e f}+\Delta \omega_{l o c k}\left(\varphi_{i+1}-2 \varphi_{i}+\varphi_{i-1}\right)  \tag{2.2-4}\\
\frac{d \varphi_{-N}}{d t}=\omega_{0,-N}-\omega_{r e f}+\Delta \omega_{l o c k}\left(\varphi_{-N+1}-\varphi_{-N}\right)  \tag{2.2-5}\\
\frac{d \varphi_{N}}{d t}=\omega_{0 N}-\omega_{r e f}+\Delta \omega_{l o c k}\left(\varphi_{N-1}-\varphi_{N}\right) \tag{2.2-6}
\end{gather*}
$$

Now we have a system of first-order linear differential equations that describe the dynamic behavior of the oscillator array. Unlike the system of first-order nonlinear differential equations from which it was derived, this system can be solved analytically.

We begin by writing these linear equations, Eqs. (2.2-4)-(2.2-6), in matrix form,

$$
\begin{equation*}
\frac{d[\varphi]}{d t}=\left[\omega_{0}\right]-\left[\omega_{r e f}\right]+\Delta \omega_{l o c k}[M][\varphi] \tag{2.2-7}
\end{equation*}
$$

where $[\varphi]$ is a $2 \mathrm{~N}+1$ element vector of oscillator phases, $\left[\omega_{0}\right]$ is a similar vector of oscillator free-running frequencies, and $[M]$ is a $(2 \mathrm{~N}+1)$ by $(2 \mathrm{~N}+1)$ tridiagonal matrix with -2 's on the diagonal, except for the -1 's in the upper left and lower right corners, and 1's on the first super and sub diagonals.
Dividing by $\Delta \omega_{\text {och }}$ yields,

$$
\begin{equation*}
\frac{d[\varphi]}{d \tau}=\left[\Delta \Omega_{\text {tune }}\right]+[M][\varphi] \tag{2.2-8}
\end{equation*}
$$

where $\tau=\Delta \omega_{\text {lock }} t$ and $\left[\Delta \Omega_{\text {tune }}\right]=\left[\frac{\omega_{0 i}-\omega_{\text {ref }}}{\Delta \omega_{\text {lock }}}\right]$, a vector of oscillator free running frequencies relative to the reference frequency (detuning frequencies). Laplace transformation with respect to $\tau$ gives,

$$
\begin{equation*}
[s[I]-[M]][\tilde{\varphi}]=\left[\Delta \tilde{\Omega}_{\text {tune }}\right] \tag{2.2-9}
\end{equation*}
$$

with the tildes indicating transformed quantities and with [ $I]$ being the identity matrix. We now define eigenvectors, $[v]_{n}$, and eigenvalues, $\lambda_{n}$, of the matrix [ $M$ ] to be such that,

$$
\begin{equation*}
[M]][v]_{n}=\lambda_{n}[v]_{n} \tag{2.2-10}
\end{equation*}
$$

Our intention is to express the solution of Eq. (2.2-9) as a sum of these eigenvectors with unknown coefficients. When this sum is substituted into Eq. (2.2-9), the orthogonality of the eigenvectors will be employed to determine the coefficients of the expansion and thus obtain the solution in series form. Since the number of eigenvectors is finite, this series will be a finite sum; that is, a closed form. Moreover, as we will see in the next section, in steady state, an approximation of this sum may be carried out to produce a simple functional form for the phase distribution.

Note that Eq. $(2.2-10)$ is a three term recurrence relation for the elements of the eigenvectors, $v_{i}$; that is,

$$
\begin{equation*}
v_{i-1}-\left(2+\lambda_{n}\right) v_{i}+v_{i+1}=0 \tag{2.2-11}
\end{equation*}
$$

with the two auxiliary conditions,

$$
\begin{gather*}
v_{N-1}-\left(1+\lambda_{n}\right) v_{N}=0  \tag{2.2-12}\\
v_{-N+1}-\left(1+\lambda_{n}\right) v_{-N}=0 \tag{2.2-13}
\end{gather*}
$$

Now, Eq. (2.2-11) is satisfied by the Chebyshev polynomials, $T_{i}\left(x_{n}\right)$ and $U_{i}\left(x_{n}\right)$, where,

$$
\begin{equation*}
x_{n}=\frac{2+\lambda_{n}}{2} \tag{2.2-14}
\end{equation*}
$$

so that Eqs. (2.2-12) and (2.2-13) become,

$$
\begin{gather*}
W_{N-1}\left(x_{n}\right)-\left(2 x_{n}-1\right) W_{N}\left(x_{n}\right)=0  \tag{2.2-15}\\
W_{-N+1}\left(x_{n}\right)-\left(2 x_{n}-1\right) W_{-N}\left(x_{n}\right)=0 \tag{2.2-16}
\end{gather*}
$$

where $W_{i}$ is a linear combination of $T_{i}$ and $U_{i-l}$. Equivalently, using (2.2-11) we have,

$$
\begin{gather*}
W_{N+1}\left(x_{n}\right)-W_{N}\left(x_{n}\right)=0  \tag{2.2-17}\\
W_{-N-1}\left(x_{n}\right)-W_{-N}\left(x_{n}\right)=0 \tag{2.2-18}
\end{gather*}
$$

These boundary condition equations determine the permissible values, $x_{n}$. Let

$$
\begin{equation*}
W_{i}\left(x_{n}\right)=\alpha_{T} T_{i}\left(x_{n}\right)+\alpha_{U} U_{i-1}\left(x_{n}\right) \tag{2.2-19}
\end{equation*}
$$

so that

$$
\begin{equation*}
W_{-i}\left(x_{n}\right)=\alpha_{T} T_{i}\left(x_{n}\right)-\alpha_{U} U_{i-1}\left(x_{n}\right) \tag{2.2-20}
\end{equation*}
$$

Adding and subtracting Eqs. (2.2-17) and (2.2-18) using Eqs. (2.2-19) and (2.2-20) yields,

$$
\begin{gather*}
T_{N+1}\left(x_{n}\right)-T_{N}\left(x_{n}\right)=0  \tag{2.2-21}\\
U_{N}\left(x_{n}\right)-U_{N-1}\left(x_{n}\right)=0 \tag{2.2-22}
\end{gather*}
$$

Using the trigonometric expression for $T$, Eq. (2.2-21) yields,

$$
\begin{equation*}
\sin \left(\left(N+\frac{1}{2}\right) \cos ^{-1}\left(x_{n}\right)\right) \sin \left(\frac{1}{2} \cos ^{-1}\left(x_{n}\right)\right)=0 \tag{2.2-23}
\end{equation*}
$$

which implies that,

$$
\begin{equation*}
x_{T n}=\cos \left(\frac{2 n \pi}{(2 N+1)}\right) \tag{2.2-24}
\end{equation*}
$$

so that the eigenvalues are given by,

$$
\begin{equation*}
\lambda_{T n}=2 \cos \left(\frac{2 n \pi}{(2 N+1)}\right)-2=-4 \sin ^{2}\left(\frac{n \pi}{(2 N+1)}\right) \tag{2.2-25}
\end{equation*}
$$

the subscript $T$ indicating that the elements of the corresponding eigenvectors are $T_{i}\left(x_{n}\right)$. Conversely, using the trigonometric expression for $U$, Eq. (2.2-22) yields,

$$
\begin{equation*}
\cos \left(\left(N+\frac{1}{2}\right) \cos ^{-1}\left(x_{n}\right)\right)=0 \tag{2.2-26}
\end{equation*}
$$

which implies that,

$$
\begin{equation*}
x_{U n}=\cos \left(\frac{(2 n+1) \pi}{(2 N+1)}\right) \tag{2.2-27}
\end{equation*}
$$

so that the eigenvalues are given by,

$$
\begin{equation*}
\lambda_{U n}=2 \cos \left(\frac{(2 n+1) \pi}{(2 N+1)}\right)-2=-4 \sin ^{2}\left(\frac{(2 n+1) \pi / 2}{(2 N+1)}\right) \tag{2.2-28}
\end{equation*}
$$

the subscript U indicating that the elements of the corresponding eigenvectors are $U_{i-1}\left(x_{n}\right)$. In (2.2-25) and (2.2-28) the index $n$ runs from 0 to $N$ after which the eigenvalues repeat. Thus, we have arrived at two sets of eigenfunctions, one set, the T's, excited by the symmetric part of the detuning function and the other set, the U's, excited by the antisymmetric part, with respect to the array center.

We may now expand the solution of Eq. (2.2-9) in these eigenvectors as,

$$
\begin{equation*}
[\tilde{\varphi}]=\sum_{n=0}^{N} A_{n}\left[v_{T}\right]_{n}+B_{n}\left[v_{U}\right]_{n} \tag{2.2-29}
\end{equation*}
$$

Substituting this expansion into Eq. (2.2-9), we obtain,

$$
\begin{align*}
& {[s[I]-[M]] \sum_{n=0}^{N} A_{n}\left[v_{T}\right]_{n}+B_{n}\left[v_{U}\right]_{n}=} \\
& \quad \sum_{n=0}^{N} A_{n}\left(s-\lambda_{T n}\right)\left[v_{T}\right]_{n}+B_{n}\left(s-\lambda_{U n}\right)\left[v_{U}\right]_{n}=\left[\Delta \tilde{\Omega}_{\text {tune }}\right] \tag{2.2-30}
\end{align*}
$$

Using the orthogonality of the eigenvectors, we may now solve for the coefficients $A_{n}$ and $B_{n}$.

$$
\begin{align*}
& A_{n}=\frac{\left[\Delta \tilde{\Omega}_{\text {tune }}\right] \bullet\left[v_{T}\right]_{n}}{\left(s-\lambda_{T n}\right)\left[v_{T}\right]_{n} \bullet\left[v_{T}\right]_{n}}  \tag{2.2-31}\\
& B_{n}=\frac{\left[\Delta \tilde{\Omega}_{\text {tune }}\right] \bullet\left[v_{U}\right]_{n}}{\left(s-\lambda_{U n}\right)\left[v_{U}\right]_{n} \bullet\left[v_{U}\right]_{n}} \tag{2.2-32}
\end{align*}
$$

Substituting into Eq. (2.2-29),

$$
\begin{align*}
{[\tilde{\varphi}]=} & \sum_{n=0}^{N} \frac{\left[\Delta \tilde{\Omega}_{\text {tune }}\right] \bullet\left[v_{T}\right]_{n}}{\left(s-\lambda_{\text {Tn }}\right)\left[v_{T}\right]_{n} \bullet\left[v_{T}\right]_{n}}\left[v_{T}\right]_{n}  \tag{2.2-33}\\
& +\sum_{n=0}^{N} \frac{\left[\Delta \tilde{\Omega}_{\text {tune }}\right] \bullet\left[v_{U}\right]_{n}}{\left(s-\lambda_{U n}\right)\left[v_{U}\right]_{n} \bullet\left[v_{U}\right]_{n}}\left[v_{U}\right]_{n}
\end{align*}
$$

and, if the detuning function is a step function at time zero, the inverse Laplace transform is,

$$
\begin{align*}
& {[\varphi]=\frac{\tau}{2 N+1} \sum_{i=-N}^{N} \Delta \Omega_{\text {tune }, i}} \\
& -\sum_{n=1}^{N} \frac{\left[\Delta \Omega_{\text {tune }}\right] \bullet\left[v_{T}\right]_{n}}{\lambda_{T n}\left[v_{T}\right]_{n} \bullet\left[v_{T}\right]_{n}}\left[v_{T}\right]_{n}\left(1-e^{\lambda_{T n} \tau}\right)  \tag{2.2-34}\\
& -\sum_{n=0}^{N} \frac{\left[\Delta \Omega_{\text {tune }}\right] \bullet\left[v_{U}\right]_{n}}{\lambda_{U n}\left[v_{U}\right]_{n} \bullet\left[v_{U}\right]_{n}}\left[v_{U}\right]_{n}\left(1-e^{\lambda_{U n} \tau}\right)
\end{align*}
$$

The first of the three summations, the one arising from the zero eigenvalue, indicates that the steady-state ensemble frequency of the array is shifted by the average oscillator detuning; i.e., the sum of the elements of the $\left[\Delta \Omega_{\text {tune }}\right]$ vector divided by the number of oscillators.

Recall that we assumed at the start of this section that the coupling phase is zero. Returning for a moment to Eq. (2.1-1) and using Eq. (2.1-7), we may write,

$$
\begin{align*}
& \frac{d \varphi_{i}}{d t}=\omega_{0 i}-\omega_{r e f}+\Delta \omega_{l o c k} \sin \left(\varphi_{i+1}-\varphi_{i}-\Phi_{i, i+1}\right)  \tag{2.2-35}\\
& \quad+\Delta \omega_{l o c k} \sin \left(\varphi_{i-1}-\varphi_{i}-\Phi_{i, i-1}\right)
\end{align*}
$$

If the coupling phases are taken to be equal, this can be rearranged to read,

$$
\begin{align*}
\frac{d \varphi_{i}}{d t} & =\left(\omega_{0 i}-\omega_{\text {ref }}\right)-\Delta \omega_{\text {lock }} \sin (\Phi)\left[\cos \left(\varphi_{i+1}-\varphi_{i}\right)+\cos \left(\varphi_{i-1}-\varphi_{i}\right)\right]  \tag{2.2-36}\\
& +\Delta \omega_{\text {lock }} \cos (\Phi)\left[\sin \left(\varphi_{i+1}-\varphi_{i}\right)+\sin \left(\varphi_{i-1}-\varphi_{i}\right)\right]
\end{align*}
$$

or,

$$
\begin{equation*}
\frac{d \varphi_{i}}{d t}=\left(\omega_{0 i}-\bar{\omega}_{r e f}\right)+\Delta \omega_{e f f}\left[\sin \left(\varphi_{i+1}-\varphi_{i}\right)+\sin \left(\varphi_{i-1}-\varphi_{i}\right)\right] \tag{2.2-37}
\end{equation*}
$$

where,

$$
\begin{equation*}
\bar{\omega}_{r e f}=\omega_{r e f}+\Delta \omega_{l o c k} \sin (\Phi)\left[\cos \left(\varphi_{i+1}-\varphi_{i}\right)+\cos \left(\varphi_{i-1}-\varphi_{i}\right)\right] \tag{2.2-38}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta \omega_{e f f}=\Delta \omega_{l o c k} \cos (\Phi) \tag{2.2-39}
\end{equation*}
$$

which is the same as Eq. (1.4-18). Thus we conclude that, in a $2 \mathrm{~N}+1$ oscillator array, a uniform coupling phase modifies the effective locking range according to Eq. (2.2-39) just as it did for two oscillators, and the ensemble frequency is modified according to Eq. (2.2-38). Interestingly, if the inter-oscillator phase difference is 90 deg, the ensemble frequency becomes independent of the coupling phase as pointed out by Humphrey and Fusco [25].

The speed of the array response to the application of a step tuning is determined by the smallest nonzero eigenvalue. From Eq. (2.2-28) this is,

$$
\begin{equation*}
\lambda_{U 0}=-4 \sin ^{2}\left(\frac{\pi / 2}{(2 N+1)}\right) \approx-\left(\frac{\pi}{(2 N+1)}\right)^{2} \tag{2.2-40}
\end{equation*}
$$

This provides the important result that the linear array response time constant is roughly proportional to the square of the number of elements, the approximation becoming more accurate as the number of elements is increased.

While the time constant is unaffected, the effective steering speed of such arrays, as defined by the radiated beam peak neglecting aberration, may be increased by "over-steering." That is, one may apply more detuning than necessary to achieve the desired steady-state phase gradient but reduce it to the required value during the beam-steering transient. Generalizing this concept, one may apply arbitrarily time-varying detuning as suggested by Heath et al. [29]. In particular they considered sinusoidal detuning and showed that the maximum stable inter-oscillator phase shift is thereby increased from 90 to 138 deg.

### 2.3 Steady-State Solution

In this section we will investigate the steady-state solution for the phase distribution in a bit more detail. From Eq. (2.2-34), the steady-state solution is,

$$
\begin{align*}
{[\varphi]=} & -\sum_{n=1}^{N} \frac{\left[\Delta \Omega_{\text {tune }}\right] \bullet\left[v_{T}\right]_{n}}{\lambda_{T n}\left[v_{T}\right]_{n} \bullet\left[v_{T}\right]_{n}}\left[v_{T}\right]_{n} \\
& -\sum_{n=0}^{N} \frac{\left[\Delta \Omega_{\text {tune }}\right] \bullet\left[v_{U}\right]_{n}}{\lambda_{U n}\left[v_{U}\right]_{n} \bullet\left[v_{U}\right]_{n}}\left[v_{U}\right]_{n} \tag{2.3-1}
\end{align*}
$$

in which we have suppressed the linear term in time that merely represents a shift in the ensemble frequency due to the detuning. The denominators of the terms of the series may be written explicitly as,

$$
\begin{align*}
{\left[v_{T}\right]_{n} \bullet\left[v_{T}\right]_{n}=\sum_{i=-N}^{N} T_{i}\left(x_{n}\right)^{2} } & =  \tag{2.3-2}\\
\sum_{i=-N}^{N} \cos ^{2}\left(\frac{2 n i \pi}{(2 N+1)}\right) & =N+\frac{1}{2}
\end{align*}
$$

and,

$$
\begin{align*}
& {\left[v_{U}\right]_{n} \bullet\left[v_{U}\right]_{n}=\sum_{i=-N}^{N} U_{i-1}\left(x_{n}\right)^{2}=} \\
& \frac{1}{\sin ^{2}\left(\frac{(2 n+1) \pi}{(2 N+1)}\right)} \sum_{i=-N}^{N} \sin ^{2}\left(\frac{i(2 n+1) \pi}{(2 N+1)}\right)=  \tag{2.3-3}\\
& \frac{N+\frac{1}{2}}{\sin ^{2}\left(\frac{(2 n+1) \pi}{(2 N+1)}\right)}
\end{align*}
$$

Suppose that one of the oscillators, say the $j^{\text {th }}$ one, is step detuned at time zero from the ensemble frequency by one locking range. The solution given by Eq. (2.3-1) then becomes,

$$
\begin{align*}
{[\varphi] } & =\sum_{n=1}^{N} \frac{2 T_{j}\left(x_{T n}\right)}{\left(-\lambda_{T n}\right)(2 N+1)}\left[T_{i}\left(x_{n}\right)\right]  \tag{2.3-4}\\
& +\sum_{n=0}^{N} \frac{2 U_{j}\left(x_{U n}\right)}{\left(-\lambda_{U n}\right)(2 N+1)}\left[U_{i-1}\left(x_{n}\right)\right] \sin \left(\cos ^{-1}\left(x_{U n}\right)\right)
\end{align*}
$$

Thus, the elements of the vector of oscillator phases may be written,

$$
\begin{align*}
& \varphi_{i}=\frac{2}{2 N+1} \sum_{n=1}^{N} \frac{\cos \left(\frac{j 2 n \pi}{(2 N+1)}\right) \cos \left(\frac{i 2 n \pi}{(2 N+1)}\right)}{4 \sin ^{2}\left(\frac{n \pi}{(2 N+1)}\right)} \\
& +\frac{2}{2 N+1} \sum_{n=0}^{N} \frac{\sin \left(\frac{j(2 n+1) \pi}{(2 N+1)}\right) \sin \left(\frac{i(2 n+1) \pi}{(2 N+1)}\right)}{4 \sin ^{2}\left(\frac{(2 n+1) \pi / 2}{(2 N+1)}\right)} \tag{2.3-5}
\end{align*}
$$

The series given by Eq. (2.3-5) has a finite number of terms so it can be summed numerically. As an example, we evaluate this series for $N=10$, a 21-element array, with oscillator number 5 detuned one locking range, and plot the phase of each oscillator in Fig. 2-3 as the dots.

Noting that the lowest order terms in $n$ contribute most of the sum, we approximate the eigenvalues in the denominators of Eq. (2.3-5) as follows.

$$
\begin{gather*}
4 \sin ^{2}\left(\frac{n \pi}{(2 N+1)}\right) \approx\left(\frac{2 n \pi}{(2 N+1)}\right)^{2}  \tag{2.3-6}\\
4 \sin ^{2}\left(\frac{(2 n+1) \pi / 2}{(2 N+1)}\right) \approx\left(\frac{(2 n+1) \pi}{(2 N+1)}\right)^{2} \tag{2.3-7}
\end{gather*}
$$

Substituting these approximations in Eq. (2.3-5) gives,

$$
\begin{align*}
& \varphi_{i} \approx \frac{2}{2 N+1} \sum_{n=1}^{N} \frac{\cos \left(\frac{j 2 n \pi}{(2 N+1)}\right) \cos \left(\frac{i 2 n \pi}{(2 N+1)}\right)}{\left(\frac{2 n \pi}{(2 N+1)}\right)^{2}} \\
& +\frac{2}{2 N+1} \sum_{n=0}^{N} \frac{\sin \left(\frac{j(2 n+1) \pi}{(2 N+1)}\right) \sin \left(\frac{i(2 n+1) \pi}{(2 N+1)}\right)}{\left(\frac{(2 n+1) \pi}{(2 N+1)}\right)^{2}} \tag{2.3-8}
\end{align*}
$$

If the upper limit of these summations is extended to infinity (adding presumably negligible terms), the sum may be written as the simple quadratic function,

$$
\begin{equation*}
\varphi_{i}=\frac{1}{2(2 N+1))}\left[i^{2}+j^{2}-(2 N+1)|j-i|+\frac{1}{6}(2 N+1)^{2}\right] \tag{2.3-9}
\end{equation*}
$$

Thus, we see that the steady-state phase distribution when one oscillator is detuned is approximately parabolic with a slope discontinuity at the detuned oscillator. To compare with the earlier example, we evaluate this function for $N=10$, a 21-element array, with oscillator number 5 detuned one locking range and plot the phase of each oscillator in Fig. 2-3 as $x$ 's. Note that the approximation is quite accurate. In fact, in the present example, the maximum error is only about 4 milliradians ( mr ) of phase.

Finally, we note that, since the eigenvalues repeat, if the sums in Eq. (2.3-5) are continued to an infinite number of terms instead of stopping at $N$, the result would be a set of delta functions, one at each oscillator, with amplitude (area) equal to the phase of that oscillator.


Fig. 2-3. A possible phase distribution for a 21-element array.

### 2.4 Stability of the Phase Solution in the Full Nonlinear Formulation

In the previous sections of this chapter, we found that linearization provided a path to analytic solution for the phase distribution across the array. It was also pointed out in passing that the full nonlinear formulation provided the oscillator tuning necessary to achieve a desired steady-state phase distribution. In this section we discuss the properties of the steady-state phase solution of the full nonlinear formulation largely as described by Heath, et al. [29]. Recalling that linearization permitted solution of the problem, we expect that the effect of a small perturbation of an assumed solution of the nonlinear equations can be investigated in a similar manner. This is the approach taken by Heath, et al. [29] in determining the stability of the solution in the fully nonlinear case. To place this in the framework of our previous analysis we begin with Eqs. (2.1-1)-(2.1-3) and introduce (2.1-7) to obtain,

$$
\begin{gather*}
\frac{d \varphi_{i}}{d t}=\omega_{0 i}-\omega_{r e f}+\Delta \omega_{l o c k} \sin \left(\varphi_{i+1}-\varphi_{i}-\Phi_{i, i+1}\right)  \tag{2.4-1}\\
+\Delta \omega_{l o c k} \sin \left(\varphi_{i-1}-\varphi_{i}-\Phi_{i, i-1}\right) \\
\frac{d \varphi_{-N}}{d t}=\omega_{0 N}-\omega_{r e f}+\Delta \omega_{l o c k} \sin \left(\varphi_{-N+1}-\varphi_{-N}-\Phi_{-N,-N+1}\right)  \tag{2.4-2}\\
\frac{d \varphi_{N}}{d t}=\omega_{0 N}-\omega_{r e f}+\Delta \omega_{l o c k} \sin \left(\varphi_{N-1}-\varphi_{N}-\Phi_{N, N-1}\right) \tag{2.4-3}
\end{gather*}
$$

Following Heath, et al. [29], we assume a solution of (2.4-1)-(2.4-3) with a uniform inter-oscillator phase difference (linear phase distribution) and uniform reciprocal coupling, as was the case in the earlier example given by Eqs. (2.1-10)-(2.1-12), and let the phase of each oscillator be changed by a small time dependent perturbation, $\eta_{i}$; that is,

$$
\begin{equation*}
\theta_{i}=\varphi_{i}+\omega_{r e f} t+\eta_{i} \tag{2.4-4}
\end{equation*}
$$

Equations (2.4-1)-(2.4-3) then become,

$$
\left.\begin{array}{rl}
\frac{d \eta_{i}}{d t}=\Delta \omega_{l o c k} & {\left[\cos (\delta \varphi-\Phi) \eta_{i+1}\right.} \\
& -2 \cos (\Phi) \cos (\delta \varphi) \eta_{i} \\
& \left.+\cos (\delta \varphi+\Phi) \eta_{i-1}\right]
\end{array}\right] \begin{aligned}
\frac{d \eta_{-N}}{d t}=\Delta \omega_{l o c k} \cos (\delta \varphi-\Phi)\left(\eta_{-N+1}-\eta_{-N}\right) \\
\frac{d \eta_{N}}{d t}=\Delta \omega_{l o c k} \cos (\delta \varphi+\Phi)\left(\eta_{N-1}-\eta_{N}\right)
\end{aligned}
$$

and again we note that the system coefficients matrix multiplying the vector of $\eta$ 's will be tridiagonal with diagonal elements $-2 \cos (\Phi) \cos (\delta \varphi)$ except for the upper left and lower right corners which are $-\cos (\delta \varphi-\Phi)$ and $-\cos (\delta \varphi+\Phi)$, respectively. The super-diagonal elements are $\cos (\delta \varphi-\Phi)$ and the sub-diagonal elements are $\cos (\delta \varphi+\Phi)$.

From the analysis in Section 2.2, we recall that the stability of the system depended upon the eigenvalues of the system matrix, Eqs. (2.2-25) and (2.2-28), being negative. So it is in the present case. Thus, we must determine the eigenvalues for this new more complicated system matrix. Heath, et al. [29] provide us with a prescription for doing this. The first step is to symmetrize the matrix by defining new eigenvector elements related to the $\eta$ 's as follows.

First, define a new variable, $\gamma$, via,

$$
\begin{equation*}
\gamma_{i}=\eta_{i}\left(\frac{\cos (\delta \varphi-\Phi)}{\cos (\delta \varphi+\Phi)}\right)^{\frac{i}{2}} \tag{2.4-8}
\end{equation*}
$$

Now, substitution of Eq. (2.4-8) into Eqs. (2.4-5)-(2.4-7) yields,

$$
\begin{array}{r}
\frac{d \gamma_{i}}{d t}=\Delta \omega_{\text {lock }}\left[\sqrt{\cos (\delta \varphi-\Phi) \cos (\delta \varphi+\Phi)} \gamma_{i+1}\right. \\
-2 \cos (\Phi) \cos (\delta \varphi) \gamma_{i} \\
\left.+\sqrt{\cos (\delta \varphi-\Phi) \cos (\delta \varphi+\Phi)} \gamma_{i-1}\right] \\
\frac{d \gamma_{-N}}{d t}=\Delta \omega_{\text {lock }} \sqrt{\cos (\delta \varphi-\Phi) \cos (\delta \varphi+\Phi)} \gamma_{-N+1} \\
-\Delta \omega_{\text {lock }} \cos (\delta \varphi-\Phi) \gamma_{-N} \\
\frac{d \gamma_{N}}{d t}=\Delta \omega_{\text {lock }} \sqrt{\cos (\delta \varphi-\Phi) \cos (\delta \varphi+\Phi)} \gamma_{N-1}  \tag{2.4-11}\\
-\Delta \omega_{\text {lock }} \cos (\delta \varphi+\Phi) \gamma_{N}
\end{array}
$$

The system matrix for Eqs. (2.4-9)-(2.4-11) is symmetric. Rearranging these equations a bit results in,

$$
\begin{align*}
& \frac{d \gamma_{i}}{d t}=\Delta \omega_{\text {lock }} \sqrt{\cos (\delta \varphi-\Phi) \cos (\delta \varphi+\Phi)}\left[\gamma_{i+1}\right. \\
& \left.\quad-\left(\sqrt{\frac{\cos (\delta \varphi-\Phi)}{\cos (\delta \varphi+\Phi)}}+\sqrt{\frac{\cos (\delta \varphi+\Phi)}{\cos (\delta \varphi-\Phi)}}\right) \gamma_{i}+\gamma_{i-1}\right] \tag{2.4-12}
\end{align*}
$$

$$
\begin{align*}
\frac{d \gamma_{-N}}{d t}= & \Delta \omega_{\text {lock }} \sqrt{\cos (\delta \varphi-\Phi) \cos (\delta \varphi+\Phi)} \\
& \times\left[\gamma_{-N+1}-\sqrt{\frac{\cos (\delta \varphi-\Phi)}{\cos (\delta \varphi+\Phi)}} \gamma_{-N}\right]  \tag{2.4-13}\\
\frac{d \gamma_{N}}{d t}= & \Delta \omega_{\text {lock }} \sqrt{\cos (\delta \varphi-\Phi) \cos (\delta \varphi+\Phi)} \\
& \times\left[\gamma_{N-1}-\sqrt{\frac{\cos (\delta \varphi+\Phi)}{\cos (\delta \varphi-\Phi)}} \gamma_{N}\right] \tag{2.4-14}
\end{align*}
$$

As in Section 2.2, these equations may be written in matrix form. The stability is determined by the eigenvalues, $\lambda_{n}$, of the system matrix, which can be found as follows. Let,

$$
\begin{equation*}
\alpha=\cos ^{-1}\left[\frac{1}{2}\left(\sqrt{\frac{\cos (\delta \varphi-\Phi)}{\cos (\delta \varphi+\Phi)}}+\sqrt{\frac{\cos (\delta \varphi+\Phi)}{\cos (\delta \varphi-\Phi)}}\right)\right] \tag{2.4-15}
\end{equation*}
$$

Now the analogs of Eqs. (2.2-11)-(2.2-13) are,

$$
\begin{gather*}
v_{i-1}-\left(2 \cos \alpha+\lambda_{n}\right) v_{i}+v_{i+1}=0  \tag{2.4-16}\\
v_{N-1}-\left(e^{i \alpha}+\lambda_{n}\right) v_{N}=0  \tag{2.4-17}\\
v_{-N+1}-\left(e^{-i \alpha}+\lambda_{n}\right) v_{-N}=0 \tag{2.4-18}
\end{gather*}
$$

and the argument of the Chebyshev polynomials is,

$$
\begin{equation*}
x_{n}=\frac{2 \cos \alpha+\lambda_{n}}{2} \tag{2.4-19}
\end{equation*}
$$

Substituting Eqs. (2.2-19) and (2.2-20) into Eqs. (2.4-17) and (2.4-18) and setting the determinant of the coefficients of $\alpha_{T}$ and $\alpha_{U}$ equal to zero gives us the following transcendental equation for the eigenvalues.

$$
\begin{equation*}
x_{n} \sin \left[(2 N+1) \cos ^{-1}\left(x_{n}\right)\right]=\sin \left[(2 N+1) \cos ^{-1}\left(x_{n}\right)\right] \cos \alpha \tag{2.4-20}
\end{equation*}
$$

So either,

$$
\begin{equation*}
x_{n}=\cos \alpha \tag{2.4-21}
\end{equation*}
$$

and, from Eq. (2.4-19) the eigenvalues are zero, or,

$$
\begin{equation*}
\sin \left[(2 N+1) \cos ^{-1}\left(x_{n}\right)\right]=0 \tag{2.4-22}
\end{equation*}
$$

and the eigenvalues are,

$$
\begin{align*}
& \lambda_{n}=2 \cos \left(\frac{n \pi}{2 N+1}\right)-2 \cos \alpha \\
& =-4 \sin ^{2}\left(\frac{n \pi / 2}{2 N+1}\right)+4 \sin ^{2}\left(\frac{\alpha}{2}\right) \tag{2.4-23}
\end{align*}
$$

The time dependence of the $n^{\text {th }}$ perturbation mode will be,

$$
\begin{equation*}
e^{\lambda_{n} \Delta \omega_{\text {lock }} \sqrt{\cos (\delta \varphi-\Phi) \cos (\delta \varphi+\Phi)} t}=e^{\sigma_{n} t} \tag{2.4-24}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{n}=\lambda_{n} \Delta \omega_{\text {lock }} \sqrt{\cos (\delta \varphi-\Phi) \cos (\delta \varphi+\Phi)} \tag{2.4-25}
\end{equation*}
$$

Substituting Eq. (2.4-23) into Eq. (2.4-25),

$$
\begin{align*}
\sigma_{n}=- & 4 \Delta \omega_{\text {lock }}\left[\sin ^{2}\left(\frac{n \pi / 2}{2 N+1}\right)-\sin ^{2}\left(\frac{\alpha}{2}\right)\right] \\
& \times \sqrt{\cos (\delta \varphi-\Phi) \cos (\delta \varphi+\Phi)} \tag{2.4-26}
\end{align*}
$$

The $n^{\text {th }}$ perturbation eigenmode will be stable if $\sigma_{n}$ has a non-positive real part. In general, the phase distribution across the array will be stable if all of the $\sigma_{n}{ }^{\prime} s$ have non-positive real parts. Note that in the typical case where $\Phi$ is an
integral multiple of $\pi, \alpha$ is zero. Then, if $|\delta \varphi|$ is less than $\pi / 2$ all of the eigenvalues are real and non-positive so the array phase distribution is stable against small perturbations.

In this section we have shown that, by linearizing the equations about an arbitrary solution for the phase distribution in a linear array in which only the end oscillator free running frequencies are controlled, we may study analytically the stability of the solution against small perturbations. Heath, et al. [29] have also shown that exact stable constant phase gradient solutions of the nonlinear equations with arbitrary time dependence can be obtained if one is willing to control the free-running frequencies of all of the oscillators in the array rather than just the end ones.

### 2.5 External Injection Locking

It was mentioned in passing in Section 2.1 that we chose the number of oscillators in the array to be odd so as to provide a convenient center point at which to inject a stabilizing external signal. In this section we discuss the needed modifications to the mathematical formulation to accommodate an external injection signal and account for its impact on array behavior.

Beginning with Eq. (2.1-1) we envision an external signal injected into the $p^{\text {th }}$ oscillator and add a term to the equation representing this signal.

$$
\begin{align*}
& \frac{d \theta_{i}}{d t}=\omega_{0 i}+\Delta \omega_{l o c k} \sin \left(\theta_{i+1}-\theta_{i}-\Phi_{i, i+1}\right) \\
& \quad+\Delta \omega_{\text {lock }} \sin \left(\theta_{i-1}-\theta_{i}-\Phi_{i, i-1}\right)  \tag{2.5-1}\\
& \quad+\delta_{i p} \Delta \omega_{l o c k, p, i n j} \sin \left(\theta_{i n j}-\theta_{p}-\Phi_{p, i n j}\right)
\end{align*}
$$

where $\delta_{i p}$ is the Kronecker delta function and $\Delta \omega_{l o c k, p, i n j}$ is the locking range between the external oscillator and the injected oscillator in the array. Note that the phase of the injection signal must remain within $\pi / 2$ radians of that of the injected array oscillator to maintain lock. For simplicity, let all of the coupling phases be zero and assume that the inter-oscillator phase differences are small to permit linearization. Then, introducing Eq. (2.1-7) we have,

$$
\begin{align*}
\frac{d \varphi_{i}}{d t}= & \omega_{0 i}-\omega_{r e f}+\Delta \omega_{l o c k}\left(\varphi_{i+1}-2 \varphi_{i}+\varphi_{i-1}\right)  \tag{2.5-2}\\
& -\delta_{i p} \Delta \omega_{l o c k, p, i n j}\left(\varphi_{p}-\varphi_{i n j}\right)
\end{align*}
$$

By replacing Eq. (2.2-4) with Eq. (2.5-2) while Eqs. (2.2-5) and (2.2-6) remain unchanged, Eq. (2.2-9) now becomes,

$$
\begin{equation*}
[s[I]-[M]+[d]][\tilde{\varphi}]=\left[\Delta \tilde{\Omega}_{\text {tune }}\right]+r\left[\tilde{\varphi}_{\text {inj }}\right] \tag{2.5-3}
\end{equation*}
$$

where $[d]$ is a matrix with one non-zero element, $r$, at position $p p$ on its diagonal, $\left[\varphi_{\text {inj }}\right]$ is a vector with one non-zero component, the $p^{\text {th }}$ one., and

$$
\begin{equation*}
r=\frac{\Delta \omega_{\text {lock }, p, i n j}}{\Delta \omega_{\text {lock }}} \tag{2.5-4}
\end{equation*}
$$

Here again the tilde denotes Laplace transformation with respect to the scaled time, $\tau$. Equation (2.2-11) is thus replaced by,

$$
\begin{equation*}
v_{i-1}-\left(2+r \delta_{i p}+\lambda_{n}\right) v_{i}+v_{i+1}=0 \tag{2.5-5}
\end{equation*}
$$

And Eqs. (2.2-12) and (2.2-13) are unchanged.
We now postulate eigenvectors with two sets of elements, those to the left of and including the injection site $I=p$ labeled " $L$ " and those to the right of and including the injection site $I=p$ labeled " $R$." That is,

$$
\begin{gather*}
W_{i}^{(L)}\left(x_{n}\right)=\alpha_{T}^{(L)} T_{i}\left(x_{n}\right)+\alpha_{U}^{(L)} U_{i-1}\left(x_{n}\right) ; \quad i \leq p  \tag{2.5-6}\\
W_{i}^{(R)}\left(x_{n}\right)=\alpha_{T}^{(R)} T_{i}\left(x_{n}\right)+\alpha_{U}^{(R)} U_{i-1}\left(x_{n}\right) ; \quad i \geq p \tag{2.5-7}
\end{gather*}
$$

and we require that the $p^{\text {th }}$ elements match at the injection site; that is,

$$
\begin{equation*}
W_{p}^{(L)}\left(x_{n}\right)=W_{p}^{(R)}\left(x_{n}\right) \tag{2.5-8}
\end{equation*}
$$

Now Eq. (2.5-5) with $i=p$, Eq. (2.2-12), Eq. (2.2-13), and Eq. (2.5-8) are four equations in the four unknowns, $\alpha_{T}^{(L)}, \alpha_{U}^{(L)}, \alpha_{T}^{(R)}$, and $\alpha_{U}^{(R)}$. The equations are homogeneous, so the determinant of the coefficients must be zero if we are to obtain a nontrivial solution. As usual, this condition yields a transcendental equation for $x_{n}$ thus giving the eigenvalues, $\lambda_{n}$. The transcendental equation in this case is,

$$
\begin{align*}
& \sin \left(\cos ^{-1} x_{n}\right) \sin \left((2 N+1) \cos ^{-1} x_{n}\right)= \\
& r \cos \left(\left(N+\frac{1}{2}+p\right) \cos ^{-1} x_{n}\right) \cos \left(\left(N+\frac{1}{2}-p\right) \cos ^{-1} x_{n}\right) \tag{2.5-9}
\end{align*}
$$

Note that if $r=0$ we recover the eigenvalues for the uninjected array, Eqs. (2.2-24) and (2.2-27).

Proceeding as in the uninjected case, the solution may be expressed in terms of the eigenvectors and eigenvalues in the form,

$$
\begin{equation*}
[\tilde{\varphi}]=\sum_{n=0}^{2 N} \frac{\left(\left[\Delta \tilde{\Omega}_{\text {tune }}\right]+\left[\tilde{\varphi}_{\text {inj }}\right]\right) \bullet[v]_{n}}{\left(s-\lambda_{n}\right)[v]_{n} \bullet[v]_{n}}[v]_{n} \tag{2.5-10}
\end{equation*}
$$

and the inverse Laplace transform follows immediately. For practice, you may wish to explicitly compute the eigenvalues and eigenvectors and evaluate the solution from Eq. (2.5-10).

The beam-steering scheme proposed by Stephan [1] requires two injection points, $i=p_{L}$ and $i=p_{R}$, characterized by two locking-range ratios, $r_{L}$ and $r_{R}$. The solution procedure described above can be generalized to accommodate such a situation as follows. We postulate eigenvectors in three parts, one to the left of both injection points denoted " $L$ ", one between the injection points denoted " $B$ ", and one to the right of both injection points denoted " $R$." The elements of these vectors are linear combinations of Chebyshev polynomials as before. Thus, there will be six unknown coefficients, $\alpha_{T}^{(L)}, \alpha_{U}^{(L)}, \alpha_{T}^{(B)}, \alpha_{U}^{(B)}$, $\alpha_{T}^{(R)}$, and $\alpha_{U}^{(R)}$. Imposing the end conditions, continuity at each injection point, and the modified three term recurrence at each injection point,

$$
\begin{align*}
& v_{p_{L}-1}-\left(2+r_{L}+\lambda_{n}\right) v_{p_{L}}+v_{p_{L}+1}=0  \tag{2.5-11}\\
& v_{p_{R}-1}-\left(2+r_{R}+\lambda_{n}\right) v_{p_{R}}+v_{p_{R}+1}=0 \tag{2.5-12}
\end{align*}
$$

provides a homogeneous system of six equations for these unknown coefficients. Setting the determinant of this system equal to zero yields a transcendental equation for the eigenvalues and the solution proceeds as before. This transcendental equation is,

$$
\begin{align*}
& \sin \left(\cos ^{-1} x_{n}\right) \sin \left((2 N+1) \cos ^{-1} x_{n}\right)+ \\
& +r_{L} \cos \left(\left(N+\frac{1}{2}+p_{L}\right) \cos ^{-1} x_{n}\right) \cos \left(\left(N+\frac{1}{2}-p_{L}\right) \cos ^{-1} x_{n}\right) \\
& +r_{R} \cos \left(\left(N+\frac{1}{2}+p_{R}\right) \cos ^{-1} x_{n}\right) \cos \left(\left(N+\frac{1}{2}-p_{R}\right) \cos ^{-1} x_{n}\right)  \tag{2.5-13}\\
& +\frac{r_{L} r_{R}}{\sin \left(\cos ^{-1} x_{n}\right)} \cos \left(\left(2 N+1+2 p_{L}\right) \cos ^{-1} x_{n}\right) \\
& \times \cos \left(\left(2 N+1-2 p_{D}\right) \cos ^{-1} x_{n}\right) \sin \left(\left(p_{D}-p_{I}\right) \cos ^{-1} x_{\ldots}\right)=0
\end{align*}
$$

Note that if either $r_{L}$ or $r_{R}$ is zero, we recover Eq. (2.5-9). Here again you may want to perform the detailed calculations to obtain the explicit solution. Solutions of this type will be discussed in further detail in connection with the continuum model treated in Chapter 3.

In the extreme case where all of the oscillators are injection locked to the same external oscillator, the solution simplifies considerably. Returning to Eq. (2.5-3), we find that the elements of $[d]$ are all equal as are the elements of $\left[\varphi_{i n j}\right]$. So that Eq. (2.5-3) becomes,

$$
\begin{equation*}
\left[s[I]-[\bar{M}][\tilde{\varphi}]=\left[\bar{\Delta} \tilde{\Omega}_{\text {tune }}\right]\right. \tag{2.5-14}
\end{equation*}
$$

where,

$$
\begin{equation*}
[\bar{M}]=[M]-[d] \tag{2.5-15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\bar{\Delta} \tilde{\Omega}_{\text {tune }}\right]=\left[\Delta \tilde{\Omega}_{\text {tune }}\right]+r\left[\tilde{\varphi}_{\text {inj }}\right] \tag{2.5-16}
\end{equation*}
$$

Eq. $(2.5-14)$ is now identical in form to Eq. $(2.2-9)$, and the solution in the form of Eq. (2.2-34) follows immediately. However, if the injection signals differ sufficiently in phase, the elements of the right side of Eq. $(2.5-16)$ can exceed unity and the oscillators therefore lose lock. This phenomenon has been exploited in discriminating between signals arriving at disparate angles in illuminating a phased array. For a given illumination angle the signals at each element differ from those of nearest neighboring elements by a constant phase difference and, if used to inject the corresponding oscillators of a coupled oscillator array, represent the second term on the right side of Eq. (2.5-16). Thus, as the incidence angle increases, the phase differences increase and
eventually the array loses lock. This permits identification of signals arriving outside a given range of incidence angles. [18]

Before proceeding to planar arrays, we remark at this point that one may also produce beam-steering via a variant of the Stephan approach in which the external injection signals are provided by the end oscillators of the array and their phase is controlled by adjusting the coupling phase between the end and next to end oscillators [30].

Finally, we add that, as shown by Heath, control of the coupling phase also affords the possibility of creating a so-called "difference pattern" in which a null is formed instead of a beam. [31] This is done by switching the phase of one interior coupling by $\pi$ radians. Of course, such a null can also be steered via either detuning or injection of the end oscillators.

### 2.6 Generalization to Planar Arrays

Nearly all of the formalism presented in connection with linear arrays of oscillators can be generalized to planar arrays. The simplest of planar arrays consists of a linear array of linear arrays placed side by side as shown in Fig. 2-4. Assuming nearest-neighbor coupling, this implies that each oscillator is coupled to four others and can be described mathematically by analogy with Eq. (2.1-1). That is,

$$
\begin{align*}
\frac{d \theta_{i j}}{d t}=\omega_{0 i j} & +\Delta \omega_{l o c k} \sin \left(\theta_{i+1, j}-\theta_{i j}-\Phi\right) \\
& +\Delta \omega_{l o c k} \sin \left(\theta_{i-1, j}-\theta_{i j}-\Phi\right)  \tag{2.6-1}\\
& +\Delta \omega_{l o c k} \sin \left(\theta_{i, j-1}-\theta_{i j}-\Phi\right) \\
& +\Delta \omega_{l o c k} \sin \left(\theta_{i, j+1}-\theta_{i j}-\Phi\right)
\end{align*}
$$

where, for simplicity, we have assumed that all of the coupling phases are equal. The oscillators are indexed separately in the two orthogonal directions $x$ and $y$ in the plane of the array by indices $i$ and $j$, respectively. The four sine terms correspond to coupling to the four nearest neighboring oscillators implying that for a zero-coupling phase, the center oscillator may be detuned by as much as four locking ranges, and the array will still remain locked. Similarly, the corner oscillators may be detuned by two locking ranges. The largest permitted detuning of the other oscillators will lie between two and four locking ranges. The effects of a uniform coupling phase can be determined in


Fig. 2-4. Planar array with nearest neighbor coupling.
the same manner as in the one-dimensional case. That is, an effective locking range and ensemble frequency shift can be determined as a function of coupling phase. Letting the coupling phase be zero and linearizing as we have done in the case of linear arrays, we obtain,

$$
\begin{align*}
\frac{d \theta_{i j}}{d t}=\omega_{0 i j} & +\Delta \omega_{l o c k}\left(\theta_{i+1, j}-\theta_{i j}\right)+\Delta \omega_{l o c k}\left(\theta_{i-1, j}-\theta_{i j}\right) \\
& +\Delta \omega_{l o c k}\left(\theta_{i, j-1}-\theta_{i j}\right)+\Delta \omega_{l o c k}\left(\theta_{i, j+1}-\theta_{i j}\right)  \tag{2.6-2}\\
=\omega_{0 i j} & +\Delta \omega_{l o c k}\left(\theta_{i+1, j}-2 \theta_{i j}+\theta_{i-1, j}\right) \\
& +\Delta \omega_{l o c k}\left(\theta_{i, j-1}-2 \theta_{i j}+\theta_{i, j+1}\right)
\end{align*}
$$

or, using Eq. (2.1-7) and $\tau=\Delta \omega_{\text {lock }} t$, we find that,

$$
\begin{align*}
\frac{d \varphi_{i j}}{d \tau}=\left(\frac{\omega_{0 i j}-\omega_{r e f}}{\Delta \omega_{l o c k}}\right) & +\left(\varphi_{i+1, j}-2 \varphi_{i j}+\varphi_{i-1, j}\right)  \tag{2.6-3}\\
& +\left(\varphi_{i, j-1}-2 \varphi_{i j}+\varphi_{i, j+1}\right)
\end{align*}
$$

Laplace transformation leads to,

$$
\begin{align*}
& s \tilde{\varphi}_{i j}=\Delta \tilde{\Omega}_{t u n e}+\left(\tilde{\varphi}_{i+1, j}-2 \tilde{\varphi}_{i j}+\tilde{\varphi}_{i-1, j}\right) \\
&  \tag{2.6-4}\\
& +\left(\tilde{\varphi}_{i, j-1}-2 \tilde{\varphi}_{i j}+\tilde{\varphi}_{i, j+1}\right)
\end{align*}
$$

where, $\left[\Delta \Omega_{\text {tune }}\right]=\left[\frac{\omega_{0 i j}-\omega_{\text {ref }}}{\Delta \omega_{\text {lock }}}\right]$, elements of a rectangular matrix. This equation may now be written in matrix form by defining a matrix [ $\tilde{\varphi}$ ] with elements $\tilde{\varphi}_{i j}$. We now define eigenmatrices, $[v]$, with elements, $v_{i j}$, and eigenvalues, $\lambda_{m n}$, satisfying,

$$
\begin{equation*}
\left(v_{i+1, j}-2 v_{i j}+v_{i-1, j}\right)+\left(v_{i, j-1}-2 v_{i j}+v_{i, j+1}\right)=\lambda_{m n} v_{i j} \tag{2.6-5}
\end{equation*}
$$

The key concept enabling analytical treatment of planar arrays is separability of the behavior in the two orthogonal directions. That is, if we define the two dimensional phase distribution to be the product of two one dimensional distributions,

$$
\begin{equation*}
v_{i j}=v_{i} v_{j} \tag{2.6-6}
\end{equation*}
$$

Then Eq. (2.6-5) becomes,

$$
\begin{equation*}
v_{j}\left(v_{i+1}-2 v_{i}+v_{i-1}\right)+v_{i}\left(v_{j-1}-2 v_{i}+v_{j+1}\right)=\lambda_{m n} v_{i} v_{j} \tag{2.6-7}
\end{equation*}
$$

Dividing by the product, $v_{i} v_{j}$, results in,

$$
\begin{equation*}
\frac{\left(v_{i+1}-2 v_{i}+v_{i-1}\right)}{v_{i}}+\frac{\left(v_{j-1}-2 v_{j}+v_{j+1}\right)}{v_{j}}=\lambda_{m n} \tag{2.6-8}
\end{equation*}
$$

The first term on the left is dependent only on $i$ and is independent of $j$. Similarly the second term on the left is dependent only on $j$ and is independent of $i$. The right side of the equation is independent of both $i$ and $j$. Thus, we have a sum of a function of $i$ and a function of $j$ equal to a constant which implies that each of these functions must itself be a constant. That is,

$$
\begin{equation*}
\frac{\left(v_{i+1}-2 v_{i}+v_{i-1}\right)}{v_{i}}=\lambda_{m} \tag{2.6-9}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\left(v_{j-1}-2 v_{j}+v_{j+1}\right)}{v_{j}}=\lambda_{n} \tag{2.6-10}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{m}+\lambda_{n}=\lambda_{m n} \tag{2.6-11}
\end{equation*}
$$

Using the definition of $[M]$ from Eq. (2.2-7), we may write Eqs. (2.6-9) and (2.6-10) in the forms,

$$
\begin{equation*}
[M]][v]_{m}=\lambda_{m}[v]_{m} \tag{2.6-12}
\end{equation*}
$$

and

$$
\begin{equation*}
[M]][v]_{n}=\lambda_{n}[v]_{n} \tag{2.6-13}
\end{equation*}
$$

which are identical to Eq. (2.2-10). Thus, the eigenmatrices have been separated into the outer product of eigenvectors, one for the $i$ dependence and one for the $j$ dependence, and each of these eigenvectors is identical with those of the linear array of section 2.2. That is,

$$
\begin{equation*}
[v]_{m n}=[v]_{m} \otimes[v]_{n} \tag{2.6-14}
\end{equation*}
$$

The eigenvectors and eigenvalues of Eqs. (2.6-12) and (2.6-13) were found in section 2.2, and we will use them here to express the solution of Eq. (2.6-4) in the form,

$$
\begin{equation*}
[\tilde{\varphi}]=\sum_{m} \sum_{n} C_{m n}[v]_{m n} \tag{2.6-15}
\end{equation*}
$$

Substitution of this form into Eq. (2.6-4) gives,

$$
\begin{align*}
s \sum_{m} \sum_{n} C_{m n}[v]_{m n}= & \Delta \tilde{\Omega}_{\text {tune }}+\lambda_{m} \sum_{m} \sum_{n} C_{m n}[v]_{m n} \\
& +\lambda_{n} \sum_{m} \sum_{n} C_{m n}[v]_{m n} \tag{2.6-16}
\end{align*}
$$

We now make use of the orthogonality of the eigenvectors. Premultiplying by $[v]_{p}$ and post multiplying by $[v]_{q}$, we have,

$$
\begin{align*}
s C_{p q}\left([v]_{p} \bullet[v]_{p}\right)\left([v]_{q} \bullet[v]_{q}\right) & =[v]_{p} \bullet \Delta \tilde{\Omega}_{\text {tune }} \bullet[v]_{q} \\
& +\left(\lambda_{p}+\lambda_{q}\right)\left([v]_{p} \bullet[v]_{p}\right)\left([v]_{q} \bullet[v]_{q}\right) \tag{2.6-17}
\end{align*}
$$

so that,

$$
\begin{equation*}
C_{p q}=\frac{[v]_{p} \bullet \Delta \tilde{\Omega}_{\text {tune }} \bullet[v]_{q}}{\left(s-\lambda_{p}-\lambda_{q}\right)\left([v]_{p} \bullet[v]_{p}\right)\left([v]_{q} \bullet[v]_{q}\right)} \tag{2.6-18}
\end{equation*}
$$

And Eq. (2.6-15) becomes,

$$
\begin{equation*}
[\tilde{\varphi}]=\sum_{m} \sum_{n} \frac{[v]_{m} \bullet \Delta \tilde{\Omega}_{\text {tune }} \bullet[v]_{n}}{\left(s-\lambda_{m}-\lambda_{n}\right)\left([v]_{m} \bullet[v]_{m}\right)\left([v]_{n} \bullet[v]_{n}\right)}[v]_{m n} \tag{2.6-19}
\end{equation*}
$$

the planar analog of Eq. (2.2-33). The stability analysis of Section 2.4 also carries over to the planar case as discussed by Heath, et al. [29]. One may similarly derive a planar analog of $(2.5-10)$ should there be external injection [2]. The dynamic behavior of the phase distribution for these cases will be discussed in greater detail in connection with the continuum model presented in Chapter 3. However, we remark here that Karl Stephan and his student, William Morgan, reported application of his external injection beam-steering technique to a four-by-four planar array of mutually injection-locked oscillators [2]. They also developed a theory for such arrays in which the coupling is accomplished via a general multiport coupling network described by an admittance matrix as will be further described in Section 2.7 [2] [3]. They considered theoretically the use of such an oscillator array to excite an array of tapered slot radiators reasoning that the higher gain of these elements would mitigate grating lobes if the array size were increased by using element spacing greater than a half wavelength.

### 2.7 Coupling Networks

So far we have focused primarily on the behavior of the oscillators in the array but very little on the manner in which they are coupled. We merely asserted that the coupling was present with a certain assumed strength and coupling phase. In addition, two other parameters are important in the design of coupledoscillator arrays, the network quality factor or $Q$, which is related to the bandwidth, and the load presented to the oscillators by the network. Although not essential, two simplifying assumptions are quite commonly made. The coupling strength is assumed to be weak in a sense to be detailed shortly, and
the coupling network $Q$ is assumed to be small relative to the oscillator $Q$ so that the network can be assumed to be frequency independent over the operating bandwidth of the oscillators. Finally, it is essential that the load resistance presented to the oscillators be smaller than the maximum negative resistance the oscillator can produce so that oscillation can be sustained. In order to systematically design appropriate coupling networks, it is necessary to derive relationships between these three parameters and the values of the components used in constructing the network. In this section, such relationships will be derived.

Before proceeding, we remark that the consequences of violation of the above simplifying assumptions have in fact been studied. The case of strong coupling was treated in this context by Nogi, et al. [17]. They showed that strongly coupled arrays exhibit many modes in which the oscillator amplitudes as well as the phases vary across the array and that only one mode has constant amplitude. They further suggested that all other modes can be suppressed by placing a series resistor at the center point of each coupling line. The principle underlying this approach was pointed out very early by Stephan and Young. [3] The implications of narrow-band coupling networks were studied by Lynch and York [32]. The analysis becomes more complicated than in the broadband case [33], but useful results can still be obtained. Very recently these issues were reexamined by Seetharam and Pearson [19]. They showed that strongly coupled oscillator arrays exhibit wider locking ranges and lower phase noise levels but that the broadband assumption concerning the coupling network is violated, necessitating the use of the more complicated theoretical formalism.

Generally, the oscillators may be viewed as being coupled by a multiport passive network to which an oscillator is to be connected at each port. This situation was analyzed by Pogorzelski [34]. The network is characterized by its complex admittance matrix; and for a linear array, if the desired coupling is to nearest neighbors, then the admittance matrix will be tridiagonal. For analytical simplicity, we assume an infinitely long array. We want the oscillators to operate in identical environments, so we design the network to be periodic with period unity in the oscillator index. Its admittance matrix will therefore have equal diagonal elements, $Y_{11}$, and equal off-diagonal elements, $Y_{12}$.

Focusing now on the network alone, in terms of the complex impedance matrix we may write the network equations in the form,

$$
\begin{equation*}
[Z]\left[I_{\text {port }}\right]=\left[V_{\text {port }}\right] \tag{2.7-1}
\end{equation*}
$$

where the vector components are the port currents and port voltages. Because the network is periodic, the elements of the impedance matrix, $Z_{m n}$ will have the form,

$$
\begin{equation*}
Z_{m n}=Z_{n-m}=Z_{\ell} \tag{2.7-2}
\end{equation*}
$$

where the port indices, $m$ and $n$, extend from minus infinity to plus infinity for this infinite network. In this sense, $\ell$ denotes the "distance of the element from the main diagonal of the matrix." Furthermore, the network periodicity implies that the components of the eigenvectors, $[w]_{\Delta \varphi}$, of the impedance matrix will have uniform phase progression and uniform amplitude across the network ports. That is, the elements of the eigenvector with inter-port phase difference $\Delta \varphi$ are,

$$
\begin{equation*}
w_{m}=e^{j m \Delta \varphi} \tag{2.7-3}
\end{equation*}
$$

Defining,

$$
\begin{equation*}
\left[I_{\text {port }}\right]=I_{\Delta \varphi}[w]_{\Delta \varphi} \tag{2.7-4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[V_{p o r t}\right]=V_{\Delta \varphi}[w]_{\Delta \varphi} \tag{2.7-5}
\end{equation*}
$$

every equation in the system given by Eq. (2.7-1) becomes,

$$
\begin{equation*}
\left(\sum_{n=-\infty}^{\infty} Z_{\ell} e^{j \ell \Delta \varphi}\right) I_{\Delta \varphi}=V_{\Delta \varphi} \tag{2.7-6}
\end{equation*}
$$

Now, the tridiagonal admittance matrix gives us,

$$
\begin{equation*}
I_{\Delta \varphi}=V_{\Delta \varphi}\left(Y_{11}+Y_{12} e^{j \Delta \varphi}+Y_{12} e^{-j \Delta \varphi}\right) \tag{2.7-7}
\end{equation*}
$$

Combining Eqs. (2.7-6) and (2.7-7), we have,

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} Z_{\ell} e^{j \ell \Delta \varphi}=\frac{1}{\left(Y_{11}+2 Y_{12} \cos \Delta \varphi\right)} \tag{2.7-8}
\end{equation*}
$$

a Fourier series for which the coefficients, $Z_{\ell}$, can be found by means of the usual integration. That is,

$$
\begin{equation*}
Z_{\ell}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{e^{-j \ell \alpha} d \alpha}{\left(Y_{11}+2 Y_{12} \cos \alpha\right)} \tag{2.7-9}
\end{equation*}
$$

The integration can be carried out analytically to yield,

$$
\begin{equation*}
Z_{\ell}=\frac{1}{\sqrt{Y_{11}^{2}-4 Y_{12}^{2}}}\left(\frac{\sqrt{Y_{11}^{2}-4 Y_{12}^{2}}-Y_{11}}{2 Y_{12}}\right)^{\ell} \tag{2.7-10}
\end{equation*}
$$

This approach is quite similar to that used in the analysis of phased-array antennas to obtain the well-known relationship between the mutual coupling coefficients among the elements and the active reflection coefficients of the array [35]. The result is that we have expressed the elements of the impedance matrix and admittance matrix of the coupling network in terms of the two parameters, $Y_{11}$ and $Y_{12}$.

We now define the complex coupling coefficient of the coupling network in the following way. Let the voltage at the $n^{\text {th }}$ port be $V_{n}$ and the current into the $n^{\text {th }}$ port be $I_{n}$. We can establish a Norton equivalent circuit at the $(n+1)^{\text {st }}$ port as follows. The open circuit voltage is,

$$
\begin{equation*}
V_{o c}=I_{n} Z_{1} \tag{2.7-11}
\end{equation*}
$$

and the short circuit current is,

$$
\begin{equation*}
I_{s c}=-V_{n} Y_{12} \tag{2.7-12}
\end{equation*}
$$

Thus, the Norton admittance is,

$$
\begin{equation*}
Y_{N}=\frac{V_{n} Y_{12}}{I_{n} Z_{1}}=\frac{-Y_{12}}{Y_{11} Z_{1}}=-\frac{Y_{11}^{2}-4 Y_{12}^{2}-Y_{11} \sqrt{Y_{11}^{2}-4 Y_{12}^{2}}}{2 Y_{11}} \tag{2.7-13}
\end{equation*}
$$

Now, using the Norton equivalent circuit and connecting load admittance $G_{L}$ to the port, the voltage at port $n+1$ is,

$$
\begin{equation*}
V_{n+1}=I_{s c} \frac{1}{G_{L}+Y_{N}}=-V_{n} \frac{Y_{12}}{G_{L}+Y_{N}} \tag{2.7-14}
\end{equation*}
$$

The complex coupling coefficient, $\boldsymbol{K}$, is defined to be the ratio of the voltage at port $n+1$ to the voltage at port $n$. That is,

$$
\begin{equation*}
\kappa=\frac{-Y_{12}}{G_{L}+Y_{N}} \tag{2.7-15}
\end{equation*}
$$

In the weak coupling approximation, $Y_{12}$ is small and to first order in $Y_{12}$, we have,

$$
\begin{equation*}
\kappa \approx \frac{-Y_{12}}{G_{L}} \tag{2.7-16}
\end{equation*}
$$

This coupling factor determines the locking range because the injection signal arriving at an oscillator, $i$, from a neighboring one, $j$, is the amplitude of the oscillator signal, $A_{j}$, multiplied by $\boldsymbol{K}$ so the locking range is given by,

$$
\begin{equation*}
\Delta \omega_{\text {lock }}=\frac{\omega_{0 i}}{2 Q} \frac{\kappa A_{j}}{A_{i}} \approx \frac{-Y_{12} \omega_{0 i}}{2 Q G_{L}} \tag{2.7-17}
\end{equation*}
$$

For comparison, see Eq. (1.3-16).
Before proceeding, we wish to highlight an interesting point regarding the nature of the coupling. If a current is injected into the $n^{\text {th }}$ port of the network with all other ports open circuited, the voltage appearing at port $n+m$ is, from the impedance matrix, just $Z_{m} / Z_{0}$ times the voltage at the injected port. (See Eq. (2.7-10).) That is, open-circuit voltages appear at all ports throughout the network, not just at the adjacent ports. In this sense, each oscillator really influences all the others, and the coupling is "all to all" rather than "nearest neighbor" in nature. The fact that the admittance matrix is banded might seem to imply nearest-neighbor coupling, but the banded nature of the matrix merely implies that, when a voltage is applied to the $n^{\text {th }}$ port with all the other ports shorted, short-circuit current flows only in the adjacent ports. The limited influence results from shorting the ports not from limited coupling. That said, we proceed to define the coupling factor of the network, as the ratio of the open-circuit voltages at adjacent ports when a current is injected into the $n^{\text {th }}$ port of the network with all other ports open circuited. From Eq. (2.7-10), that ratio is,

$$
\begin{equation*}
\varepsilon=\frac{\sqrt{Y_{11}^{2}-4 Y_{12}^{2}}-Y_{11}}{2 Y_{12}} \tag{2.7-18}
\end{equation*}
$$

For weak coupling, this becomes,

$$
\begin{equation*}
\varepsilon \approx \frac{-Y_{12}}{Y_{11}} \tag{2.7-19}
\end{equation*}
$$

where we have effectively neglected the coupling to the non-nearest neighbor ports by working only to first order in this ratio. This same result is obtained if we define the coupling factor by applying a voltage to the $n^{\text {th }}$ port, shorting all the others and taking the ratio of the $(n+1)^{\text {st }}$ port current to the $n^{\text {th }}$ port current. This obtains because if $G_{L}$ is large compared to $Y_{12}$, the coupling is weak and the ports are all nearly shorted.

The coupling factor appearing in the expression for the locking range given by Eq. (2.7-17) depends on both the oscillator load and the coupling network. Based on the discussion above, we can separate these by writing Eq. (2.7-16) in the form,

$$
\begin{equation*}
\kappa \approx\left(\frac{-Y_{12}}{Y_{11}}\right)\left(\frac{Y_{11}}{G_{L}}\right)=\varepsilon \eta \tag{2.7-20}
\end{equation*}
$$

so that the first factor, $\mathcal{E}$, characterizes the network coupling and the second factor, $\eta$, characterizes the coupling of the oscillators to the network.

The second important parameter in network design is the network quality factor or $Q$. Fundamentally, $Q$ is defined in terms of energy stored and energy lost per unit time, but equivalently, $Q$ can also be defined in terms of the frequency dependence of the port admittance near resonance; that is,

$$
\begin{equation*}
Q=\frac{\omega}{2}\left|\frac{\frac{\partial Y}{\partial \omega}}{Y}\right|_{\omega=\omega_{r e s}} \tag{2.7-21}
\end{equation*}
$$

a unitless quantity. For our coupling network we thus have the formula,

$$
\begin{equation*}
Q_{n e t}=\frac{\omega}{2}\left|\frac{\frac{\partial}{\partial \omega}\left(Y_{11}+2 Y_{12} \cos \Delta \varphi\right)}{Y_{11}+2 Y_{12} \cos \Delta \varphi}\right|_{\omega=\omega_{\text {res }}} \tag{2.7-22}
\end{equation*}
$$

And, for our formulation to apply, this must be much smaller than the $Q$ of the oscillators.

Finally, the third parameter in the design of these arrays is the amount of negative resistance that must be provided by the oscillators. When operating normally, the current entering each port of the network is related to the port voltage by the port admittance; that is,

$$
\begin{equation*}
Y_{\Delta \varphi}=\frac{I_{\Delta \varphi}}{V_{\Delta \varphi}}=Y_{11}+2 Y_{12} \cos \Delta \varphi \tag{2.7-23}
\end{equation*}
$$

Since the inter-oscillator phase difference cannot exceed $\pi / 2$ and $Y_{12}$ has a negative real part, the maximum susceptance presented to the oscillator by the network is $\operatorname{Re}\left(Y_{11}\right)$. Thus, we conclude that the oscillator must be designed to provide a minimum of this amount of negative susceptance plus an amount sufficient to compensate for the internal load susceptance, $G_{L}$, to maintain oscillation when connected to the network.

Let us now consider a concrete example of a network of the sort commonly used in experimental studies of linear coupled oscillator arrays. Each unit cell consists of a one wavelength long transmission line of characteristic impedance $Z_{C}$, two parallel resistors to reduce the network $Q$ by reducing reflections at the transmission line ends, and two series resistors to control the coupling strength. Such a network is shown in Fig. 2-5 wherein the circles indicate terminals where the oscillators are connected at each end of the unit cell. Using the definitions of the elements of the admittance matrix, we may determine that,

$$
\begin{align*}
& Y_{11}=\frac{1}{R_{S}}\left(\frac{R_{P}+2 R_{S}}{R_{P}+R_{S}}\right) \\
& Y_{12}=-\frac{1}{2 R_{S}}\left(\frac{R_{P}}{R_{P}+R_{S}}\right) \tag{2.7-24}
\end{align*}
$$

so that from Eq. (2.7-19) for weak coupling,


Fig. 2-5. Unit cell of an infinite one-dimensional coupling network.

$$
\begin{equation*}
\varepsilon \approx \frac{-Y_{12}}{Y_{11}}=\frac{1}{2}\left(\frac{R_{P}}{R_{P}+2 R_{S}}\right) \tag{2.7-25}
\end{equation*}
$$

and the oscillators must provide negative susceptance, $-G_{o s c}$, where,

$$
\begin{equation*}
-G_{o s c}>\operatorname{Re}\left(Y_{11}\right)=\frac{1}{R_{S}}\left(\frac{R_{P}+2 R_{S}}{R_{P}+R_{S}}\right) \tag{2.7-26}
\end{equation*}
$$

In order to determine the network $Q$ using Eq. (2.7-22), it is necessary to explicitly display the frequency dependence of the admittance parameters induced by the transmission lines. That is, from transmission line theory, we have,

$$
\begin{array}{r}
Y_{11}=\frac{\frac{1}{R_{p}}\left(Z_{R} \cosh \gamma \ell+Z_{C} \sinh \gamma \ell\right)+\frac{1}{Z_{C}}\left(Z_{R} \sinh \gamma \ell+Z_{C} \cosh \gamma \ell\right)}{\frac{R_{s}}{Z_{R}}\left(Z_{R} \cosh \gamma \ell+Z_{C} \sinh \gamma \ell\right)+\frac{R_{s}}{Z_{C}}\left(Z_{R} \sinh \gamma \ell+Z_{C} \cosh \gamma \ell\right)} \\
Y_{12}=\frac{-\frac{Z_{R}}{R_{s}}}{\frac{R_{s}}{Z_{R}}\left(Z_{R} \cosh \gamma \ell+Z_{C} \sinh \gamma \ell\right)+\frac{R_{s}}{Z_{C}}\left(Z_{R} \sinh \gamma \ell+Z_{C} \cosh \gamma \ell\right)} \tag{2.7-28}
\end{array}
$$

where $Z_{R}$ is the impedance of the parallel combination of $R_{p}$ and $R_{s}$, and $\gamma$ is the propagation constant of the transmission line. The frequency dependence arises because $\gamma$ is linear in $\omega$. Using these expressions in Eq. (2.7-22), we find that,

$$
\begin{equation*}
Q_{n e t}=\frac{\pi}{2}\left|\frac{\left(\frac{Z_{R}}{Z_{C}}-\frac{Z_{C}}{Z_{R}}\right)+\frac{1}{2}\left(\frac{Z_{R}}{Z_{C}}+\frac{Z_{C}}{Z_{R}}\right) \cos \Delta \varphi}{\left(\frac{R_{s}}{Z_{R}}+\frac{R_{S}}{R_{p}}\right)-\cos \Delta \varphi}\right| \tag{2.7-29}
\end{equation*}
$$

(Note that this does not agree with equation (18) of [34] due to an algebraic error in the derivation of that equation.) Typical oscillators used with this network have $Q$ 's on the order of 100 . To minimize the $Q$ of the network, we chose parameter values to minimize reflections at the ends of the transmission
lines. That is we chose $Z_{R} \approx Z_{C}$ so that for small inter-oscillator phase differences we have,

$$
\begin{equation*}
Q_{n e t} \approx \frac{\pi}{4} \frac{R_{p}}{R_{s}} \tag{2.7-30}
\end{equation*}
$$

and for resistors of comparable value, the network $Q$ is of order unity, clearly much smaller than the oscillator $Q$ as assumed in the mathematical model.

Another particularly simple coupling network was proposed by Humphrey and Fusco; that of a single capacitor between adjacent ports of the network. [36] The corresponding parameters can be derived from the previous example by setting $R_{p}$ to infinity and replacing $R_{s}$ by $1 /(2 j \omega C)$. Thus,

$$
\begin{align*}
& Y_{11}=2 j \omega C  \tag{2.7-31}\\
& Y_{12}=-j \omega C
\end{align*}
$$

Note that the approximation of Eq. (2.7-19) is not valid for this network so Eq. (2.7-18) must be used and we obtain,

$$
\begin{align*}
& \varepsilon \approx \frac{\sqrt{Y_{11}^{2}-4 Y_{12}^{2}}-Y_{11}}{2 Y_{12}}=1 \\
& Q_{\text {net }}=\frac{1}{2}  \tag{2.7-32}\\
& -G_{\text {osc }}>0
\end{align*}
$$

Note further that the coupling phase is zero.
The approach outlined above for coupling networks designed for linear arrays of oscillators can be generalized to the case of planar arrays in which, for example, each oscillator is coupled to its four nearest neighbors via the network unit cell shown in Fig. 2-5. The admittance matrix is then block tridiagonal, and each diagonal block is tridiagonal while the off-diagonal blocks are diagonal. The matrix is symmetric, and the elements along any diagonal are equal. Thus, the admittance matrix has only three independent elements. The diagonal elements are denoted by $Y_{d}$, the off diagonal elements of the diagonal blocks by $Y_{x}$, and the diagonal elements of the off-diagonal blocks by $Y_{y}$. As shown in [34], the integral in Eq. (2.7-9) then becomes the two dimensional integral,

$$
\begin{equation*}
Z_{m n}=\frac{1}{4 \pi^{2}} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \frac{e^{-j m u} e^{-j n v} d u d v}{\left(Y_{d}+2 Y_{x} \cos u+2 Y_{y} \cos v\right)} \tag{2.7-33}
\end{equation*}
$$

The impedance matrix, though full, also has a block structure. The elements along any diagonal within a block are equal. Similarly, the blocks along any block diagonal are equal. Using a generalization of the notation used previously for the linear case, the first subscript indicates the "distance" from the diagonal within each block and the second subscript indicates the "distance" of the block from the block diagonal.

The integrals given by Eq. (2.7-33) for nearest neighbors, $Z_{01}$ and $Z_{10}$, as well as the integral for the diagonal elements $Z_{00}$, can be expressed in terms of elliptic integrals. That is,

$$
\begin{align*}
& Z_{00}=\frac{2}{\pi \sqrt{Y_{d}^{2}-4\left(Y_{x}-Y_{y}\right)^{2}}} K\left[\frac{16 Y_{x} Y_{y}}{Y_{d}^{2}-4\left(Y_{x}-Y_{y}\right)^{2}}\right]  \tag{2.7-34}\\
& Z_{01}=\frac{-2}{\pi \sqrt{Y_{d}^{2}-4\left(Y_{x}-Y_{y}\right)^{2}}}\left\{\left(\frac{Y_{d}-2 Y_{x}}{2 Y_{y}}\right) K\left[\frac{16 Y_{x} Y_{y}}{Y_{d}^{2}-4\left(Y_{x}-Y_{y}\right)^{2}}\right]\right. \\
& \left.-\left(\frac{Y_{d}-2 Y_{x}-2 Y_{y}}{2 Y_{y}}\right) \Pi\left[\frac{\pi}{2}, \frac{4 Y_{y}}{Y_{d}-2 Y_{x}-2 Y_{y}}, \sqrt{\frac{16 Y_{x} Y_{y}}{Y_{d}^{2}-4\left(Y_{x}-Y_{y}\right)^{2}}}\right]\right\}  \tag{2.7-35}\\
& Z_{10}=\frac{-2}{\pi \sqrt{Y_{d}^{2}-4\left(Y_{x}-Y_{y}\right)^{2}}}\left\{\left(\frac{Y_{d}-2 Y_{y}}{2 Y_{x}}\right) K\left[\frac{16 Y_{x} Y_{y}}{Y_{d}^{2}-4\left(Y_{x}-Y_{y}\right)^{2}}\right]\right. \\
& -\left(\frac{Y_{d}-2 Y_{x}-2 Y_{y}}{2 Y_{x}}\right) \Pi\left[\frac{\pi}{2}, \frac{4 Y_{x}}{Y_{d}-2 Y_{x}-2 Y_{y}}, \sqrt{\left.\frac{16 Y_{x} Y_{y}}{Y_{d}^{2}-4\left(Y_{x}-Y_{y}\right)^{2}}\right]}\right] \tag{2.7-36}
\end{align*}
$$

where $K$ is the complete elliptic integral of the first kind and $\Pi$ is the elliptic integral of the third kind. [37] The analogs of the voltage ratio of Eq. (2.7-18) are,

$$
\begin{equation*}
\varepsilon_{x}=\frac{Z_{10}}{Z_{00}} \tag{2.7-37}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{y}=\frac{Z_{01}}{Z_{00}} \tag{2.7-38}
\end{equation*}
$$

These expressions are quite cumbersome. However, as shown in Ref. [34], one may obtain more manageable expressions by evaluating the integrals asymptotically for large subscript via the method of stationary phase when the other subscript is zero. While technically only valid for large index, the form of these expressions exhibits a common ratio between the ports which may be taken to be a measure of the coupling. That is, one obtains,

$$
\begin{equation*}
\varepsilon_{x} \approx-\left(\frac{Y_{d}+2 Y_{y}}{2 Y_{x}}\right)+\sqrt{\left(\frac{Y_{d}+2 Y_{y}}{2 Y_{x}}\right)^{2}-1} \tag{2.7-39}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{y} \approx-\left(\frac{Y_{d}+2 Y_{x}}{2 Y_{y}}\right)+\sqrt{\left(\frac{Y_{d}+2 Y_{x}}{2 Y_{y}}\right)^{2}-1} \tag{2.7-40}
\end{equation*}
$$

as the analogs of Eq. (2.7-18). For weak coupling, $Y_{x}$ and $Y_{y}$ are small compared with $Y_{d}$ and we obtain,

$$
\begin{equation*}
\varepsilon_{x} \approx-\frac{Y_{x}}{Y_{d}+2 Y_{y}} \tag{2.7-41}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{y} \approx-\frac{Y_{y}}{Y_{d}+2 Y_{x}} \tag{2.7-42}
\end{equation*}
$$

Similarly, the analogs of Eq. (2.7-20) are,

$$
\begin{equation*}
\kappa_{x} \approx\left(\frac{-Y_{x}}{Y_{d}+2 Y_{y}}\right)\left(\frac{Y_{d}+2 Y_{y}}{G_{L}}\right) \tag{2.7-43}
\end{equation*}
$$

$$
\begin{equation*}
\kappa_{y} \approx\left(\frac{-Y_{y}}{Y_{d}+2 Y_{x}}\right)\left(\frac{Y_{d}+2 Y_{x}}{G_{L}}\right) \tag{2.7-44}
\end{equation*}
$$

The network $Q$ can again be expressed as the logarithmic derivative of the port admittance with respect to frequency. That is,

$$
\begin{equation*}
Q_{n e t}=\frac{\omega}{2}\left|\frac{\frac{\partial}{\partial \omega}\left(Y_{d}+2 Y_{x} \cos \Delta \varphi_{x}+2 Y_{y} \cos \Delta \varphi_{y}\right)}{Y_{d}+2 Y x \cos \Delta \varphi_{x}+2 Y_{y} \cos \Delta \varphi_{y}}\right|_{\omega=\omega_{r e s}} \tag{2.7-45}
\end{equation*}
$$

Finally, the oscillators must provide negative resistance such that,

$$
\begin{equation*}
-G_{o s c}>\operatorname{Re}\left(Y_{d}\right) \tag{2.7-46}
\end{equation*}
$$

For a network using the coupling configuration shown in Fig. 2-5,

$$
\begin{align*}
& Y_{d}=\frac{2}{R_{S}}\left(\frac{R_{P}+2 R_{S}}{R_{P}+R_{S}}\right) \\
& Y_{x}=Y_{y}=-\frac{1}{2 R_{S}}\left(\frac{R_{P}}{R_{P}+R_{S}}\right) \tag{2.7-47}
\end{align*}
$$

so that,

$$
\begin{align*}
& \varepsilon_{x}=\varepsilon_{y} \approx \frac{1}{2}\left(\frac{R_{p}}{R_{p}+4 R_{S}}\right)  \tag{2.7-48}\\
& -G_{o s c}>\frac{2}{R_{S}}\left(\frac{R_{P}+2 R_{S}}{R_{P}+R_{S}}\right) \tag{2.7-49}
\end{align*}
$$

and,

$$
\begin{equation*}
Q_{n e t}=\frac{\pi}{2}\left|\frac{\left(\frac{Z_{R}}{Z_{C}}-\frac{Z_{C}}{Z_{R}}\right)+\frac{1}{2}\left(\frac{Z_{R}}{Z_{C}}+\frac{Z_{C}}{Z_{R}}\right)\left(\frac{\cos \Delta \varphi_{x}+\cos \Delta \varphi_{y}}{2}\right)}{\left(\frac{R_{s}}{Z_{R}}+\frac{R_{s}}{R_{p}}\right)-\left(\frac{\cos \Delta \varphi_{x}+\cos \Delta \varphi_{y}}{2}\right)}\right| \tag{2.7-50}
\end{equation*}
$$

For $Z_{R} \approx Z_{C}$ and small inter-oscillator phase differences we again have,

$$
\begin{equation*}
Q_{n e t} \approx \frac{\pi}{4} \frac{R_{p}}{R_{s}} \tag{2.7-51}
\end{equation*}
$$

which is typically much smaller than the oscillator Q .
In this section we have discussed the analysis of coupling networks for infinite arrays both linear and planar. Although, in practice the arrays are of course finite, the analysis of infinite arrays is more tractable and provides insight into how the circuit parameters affect the array behavior. Thus, relatively simple approximate formulas obtain for the coupling strength, network Q , and needed oscillator negative resistance in terms of circuit element values facilitating the design of such networks.

### 2.8 Conclusion

In this chapter, the oscillators of the arrays were treated as individual circuits capable of oscillation in themselves. These were coupled to form a mutually injection-locked system of oscillators. In that sense, the modelling was discrete, and the phase distributions studied were distributions of the phases of the individual oscillator outputs, which (of course) have meaning only in terms of the individual oscillator output signals. In the next chapter, however, we will introduce the concept of the continuum model in which the phase distributions are continuous functions. It is emphasized that the values of these continuous functions still only have physical meaning when the functions are evaluated for arguments corresponding to individual oscillators. Arguments between these are for mathematical convenience and the corresponding function values have no physical significance.

## Chapter 3 The Continuum Model for Linear Arrays

All of the analysis presented so far has treated each oscillator as a discrete device with an injection port and an output port from which a signal emanates having a discrete phase value relative to a phase reference. For this reason, the mathematical model represented has been termed the discrete model. We emphasize that the discrete model encompasses the dynamic behavior of the oscillator array both nonlinear and, if desired, linearized. No new phenomena are added to this range of capability by means of the formulation to be discussed in the present chapter. However, it will be shown that, provided one is willing to linearize, the so called "continuum model" offers considerable advantage in terms of insight and applicability of familiar mathematical techniques. Although the continuum model is fundamentally approximate primarily because of the linearization, it nevertheless provides intuitive understanding of the behavior of coupled oscillator arrays with small interoscillator phase differences, an important special case in terms of practical application. Moreover, it provides a basis for understanding the impact of nonlinearity when the inter-oscillator phase differences increase beyond the limits of accurate linear approximation.

The continuum model in this context was suggested by Pogorzelski, et al. [38]. In essence we replace the index identifying the oscillators with a continuous variable such that, when the continuous variable takes on the value of the index for a given oscillator, a continuous function of that variable takes on the value of the phase of that oscillator. Thus, only the values of the function at integer values of its argument have physical meaning. The values between integer
values of the argument serve only to facilitate the formulation in terms of a differential equation.

### 3.1 The Linear Array without External Injection

To derive the continuum model of a simple linear array of oscillators coupled to nearest neighbors, we begin with Eq. (2.2-4) for the linearized discrete model with zero coupling phase and replace the discrete index $i$ with a continuous variable, $x$.

$$
\begin{align*}
& \frac{d \varphi(x, t)}{d t}=\omega_{0}(x, t)-\omega_{r e f}  \tag{3.1-1}\\
& \quad+\Delta \omega_{l o c k}[\varphi(x+\Delta x, t)-2 \varphi(x, t)+\varphi(x-\Delta x, t)]
\end{align*}
$$

where $\Delta x=1$. Now treating $\varphi(x, t)$ as a continuous function of $x$, expanding each term in a Taylor series about $x$, and retaining terms up to second order in $\Delta x$, we obtain,

$$
\begin{equation*}
\frac{\partial \varphi(x, t)}{\partial t}=\omega_{0}(x, t)-\omega_{r e f}+\Delta \omega_{\text {lock }} \frac{\partial^{2} \varphi(x, t)}{\partial x^{2}} \tag{3.1-2}
\end{equation*}
$$

Finally, dividing by the locking range and using the normalized time variable, $\tau=\Delta \omega_{\text {lock }} t$, we have,

$$
\begin{equation*}
\frac{\partial \varphi(x, \tau)}{\partial \tau}=\Delta \Omega_{\text {tune }}(x, \tau)+\frac{\partial^{2} \varphi(x, \tau)}{\partial x^{2}} \tag{3.1-3}
\end{equation*}
$$

This is the fundamental equation for the continuum model of a simple linear array of oscillators with nearest neighbor coupling and no external injection. It is the well-known diffusion equation. Laplace transformation with respect to time results in,

$$
\begin{equation*}
\frac{d^{2} \tilde{\varphi}(x, s)}{d x^{2}}-s \tilde{\varphi}(x, s)=-\Delta \tilde{\Omega}_{\text {tune }}(x, s) \tag{3.1-4}
\end{equation*}
$$

a simple second-order linear differential equation for the transform of the phase distribution.

Suppose that the array is infinitely long and that one oscillator is step detuned at time zero by $C$ locking ranges where $C$ is less than two. Without loss of
generality, we may select the detuned oscillator to be the one at $x=0$. For this situation, Eq. (3.1-4) becomes,

$$
\begin{equation*}
\frac{d^{2} \tilde{\varphi}(x, s)}{d x^{2}}-s \tilde{\varphi}(x, s)=-\frac{C}{s} \delta(x) \tag{3.1-5}
\end{equation*}
$$

As discussed in Ref. [38], it might be considered more correct to use, in place of the delta function, a square pulse one unit wide to represent the detuning. However, it is shown in Ref. [38] that the difference in the results is very small, and (in the spirit of the continuum model) the use of the delta function affords considerable convenience with minor impact on the results.

The differential equation given by Eq. (3.1-5) has an exact solution in closed form. It is,

$$
\begin{equation*}
\tilde{\varphi}(x, s)=\frac{C}{2 s \sqrt{s}} e^{-|x| \sqrt{s}} \tag{3.1-6}
\end{equation*}
$$

and the inverse Laplace transform is,

$$
\begin{equation*}
\varphi(x, \tau)=C \sqrt{\frac{\tau}{\pi}} e^{-x^{2} /(4 \tau)} u(\tau)-\frac{C}{2}|x| \operatorname{erfc}\left(\frac{|x|}{2 \sqrt{\tau}}\right) u(\tau) \tag{3.1-7}
\end{equation*}
$$

Figure 3-1 shows a plot of this function over the range $-10 \leq x \leq 10$ from time zero to time equal to 250 inverse locking ranges for $C=1$. Note that as time goes to infinity, the phase diverges as the square root of the time, never reaching a steady state. This may be viewed as a manifestation of the branch cut of Eq. (3.1-6) in the complex s plane. However, differentiating the phase with respect to time gives the simple expression for the frequency,

$$
\begin{equation*}
\frac{\omega(x, \tau)-\omega_{r e f}}{\Delta \omega_{\text {lock }}}=\frac{C}{2} \sqrt{\frac{1}{\pi \tau}} e^{-x^{2} /(4 \tau)} u(\tau) \tag{3.1-8}
\end{equation*}
$$

and thus the frequency converges to the reference frequency at infinite time as one over the square root of the time. This function is plotted in Fig. 3-2 for $C$ equal to unity.

Next, let us consider a finite length array over the range $-a-\frac{1}{2} \leq x \leq a+\frac{1}{2}$. For example, if $\mathrm{a}=10$ there will be 21 oscillators in the


Fig. 3-1. Dynamic phase behavior of an infinite linear array.


Fig. 3-2. Dynamic frequency behavior of an infinite linear array.
array and the overall length will be $2 a+1$ or 21 unit cells. Now, in addition to using Eq. (3.1-4), we must determine the boundary conditions at the ends of the array in order to obtain the solution. These conditions can be easily obtained via
an artifice outlined in Ref. [38]. That is, we imagine two additional fictitious oscillators added to the array, one at each end and coupled to the corresponding end oscillator. These oscillators are dynamically tuned so that at all times their phase is maintained equal to the phase of the corresponding end oscillator of the true array. Under these conditions, as may be seen from Eqs. (1.4-1) and (1.4-2), there will be no mutual injection between the end oscillators and the fictitious ones. Thus, the fictitious ones may be removed without effect. However, since the phase of the end oscillator and the corresponding fictitious oscillator are always equal so that the phase difference is zero, and since in the continuum model this difference is represented by the derivative with respect to $x$, one may conclude that the appropriate boundary condition is that the derivative of the phase with respect to $x$ must be zero; that is, a Neumann boundary condition. At this point, having both the differential equation Eq. (3.1-4) and the boundary conditions, we are in a position to treat the case of a finite length linear array via the continuum model. This will be accomplished using two alternative approaches described below both of which, of course, yield the same result.

Before proceeding on this course however, we note an interesting result obtainable directly from the differential equation and the boundary conditions. Suppose we integrate Eq. (3.1-3) over the length of the array.

$$
\begin{equation*}
\int_{-a-\frac{1}{2}}^{a+\frac{1}{2}} \frac{\partial^{2} \varphi(x, \tau)}{\partial x^{2}} d x-\frac{\partial}{\partial \tau} \int_{-a-\frac{1}{2}}^{a+\frac{1}{2}} \varphi(x, \tau) d x=-\int_{-a-\frac{1}{2}}^{a+\frac{1}{2}} \Delta \Omega_{\text {tune }}(x, \tau) d x \tag{3.1-9}
\end{equation*}
$$

The first term is zero by virtue of the Neumann boundary conditions at the array ends. Thus, we may write,

$$
\begin{equation*}
\frac{1}{2 a+1} \frac{\partial}{\partial \tau} \int_{-a-\frac{1}{2}}^{a+\frac{1}{2}} \varphi(x, \tau) d x=\frac{1}{2 a+1} \int_{-a-\frac{1}{2}}^{a+\frac{1}{2}} \Delta \Omega_{\text {tune }}(x, \tau) d x \tag{3.1-10}
\end{equation*}
$$

or,

$$
\begin{equation*}
\frac{1}{2 a+1} \int_{-a-\frac{1}{2}}^{a+\frac{1}{2}} \frac{\partial \varphi(x, \tau)}{\partial t} d x=\frac{1}{2 a+1} \int_{-a-\frac{1}{2}}^{a+\frac{1}{2}} \omega_{\text {tune }}(x, \tau) d x-\omega_{r e f} \tag{3.1-11}
\end{equation*}
$$

Now from Eq. (1.3-6), neglecting amplitude variation, we have that the instantaneous frequencies of the oscillators are given by,

$$
\begin{equation*}
\omega_{i n s t}=\omega_{r e f}+\frac{\partial \varphi}{\partial t} \tag{3.1-12}
\end{equation*}
$$

Substituting this into (3.1-11),

$$
\begin{equation*}
\frac{1}{2 a+1} \int_{-a-\frac{1}{2}}^{a+\frac{1}{2}} \omega_{\text {inst }} d x=\frac{1}{2 a+1} \int_{-a-\frac{1}{2}}^{a+\frac{1}{2}} \omega_{\text {tune }}(x, \tau) d x \tag{3.1-13}
\end{equation*}
$$

That is, the average over the array of the instantaneous oscillator frequencies is equal to the average over the array of the oscillator tuning (or free running) frequencies. In steady state the instantaneous frequency is equal to the ensemble frequency. So, we can conclude that the steady-state ensemble frequency of the array is the average of the oscillator tuning frequencies. (Recall the assumption of zero coupling phase.)

We now set ourselves the problem of determining the phase dynamics of a finite linear array when one oscillator in the array is step detuned at time zero. The solution of this problem will be a Green's function permitting solution for an arbitrary distribution of detuning including the antisymmetrical detuning of the end oscillators for beam-steering as suggested by Liao and York [28]. The first approach will be to construct a solution as a superposition of a particular integral and two homogeneous solutions of the differential equation. The particular integral is known from the solution of the infinite array problem. It is essentially Eq. (3.1-6) generalized to accommodate detuning an arbitrary oscillator at $\mathrm{x}=\mathrm{b}$ instead of the one at $\mathrm{x}=0$. That is,

$$
\begin{equation*}
\tilde{\varphi}_{p}(x, s)=\frac{C}{2 s \sqrt{s}} e^{-|x-b| \sqrt{s}} \tag{3.1-14}
\end{equation*}
$$

Adding to this two independent homogeneous solutions with unknown coefficients, $C_{R}$ and $C_{L}$, we postulate the desired solution in the form,

$$
\begin{equation*}
\tilde{\varphi}(x, s)=\frac{C}{2 s \sqrt{s}} e^{-|x-b| \sqrt{s}}+C_{R} e^{-x \sqrt{s}}+C_{L} e^{x \sqrt{s}} \tag{3.1-15}
\end{equation*}
$$

The two unknown coefficients are now determined by applying the boundary conditions at the two ends of the array, $x=a+\frac{1}{2}$ and $x=a+\frac{1}{2}$, resulting in the two simultaneous linear equations,

$$
\begin{align*}
&-C_{R} \sqrt{s} u+C_{L} \sqrt{s} \frac{1}{u}=-\frac{C}{2 s u} e^{-b \sqrt{s}}  \tag{3.1-16}\\
&-C_{R} \sqrt{s} \frac{1}{u}+C_{L} \sqrt{s} u=\frac{C}{2 s u} e^{b \sqrt{s}} \tag{3.1-17}
\end{align*}
$$

where,

$$
\begin{equation*}
u=e^{\left(a+\frac{1}{2}\right) \sqrt{s}} \tag{3.1-18}
\end{equation*}
$$

Solving Eqs. (3.1-16) and (3.1-17) simultaneously for $C_{R}$ and $C_{L}$, we obtain,

$$
\begin{equation*}
C_{R}=\frac{-\frac{C}{2 s \sqrt{s}}\left(\frac{1}{u^{2}} e^{b \sqrt{s}}+e^{-b \sqrt{s}}\right)}{\left(\frac{1}{u^{2}}-u^{2}\right)} \tag{3.1-19}
\end{equation*}
$$

and,

$$
\begin{equation*}
C_{L}=\frac{-\frac{C}{2 s \sqrt{s}}\left(\frac{1}{u^{2}} e^{-b \sqrt{s}}+e^{b \sqrt{s}}\right)}{\left(\frac{1}{u^{2}}-u^{2}\right)} \tag{3.1-20}
\end{equation*}
$$

The solution given by Eq. (3.1-15) is then,

$$
\begin{align*}
\tilde{\varphi}(x, s)= & \frac{C}{2 s \sqrt{s}} e^{|x-b| \sqrt{s}} \\
& -\frac{\frac{C}{2 s \sqrt{s}}\left(\frac{1}{u^{2}} e^{b \sqrt{s}}+e^{-b \sqrt{s}}\right)}{\left(\frac{1}{u^{2}}-u^{2}\right)} e^{-x \sqrt{s}}  \tag{3.1-21}\\
& -\frac{\frac{C}{2 s \sqrt{s}}\left(\frac{1}{u^{2}} e^{-b \sqrt{s}}+e^{b \sqrt{s}}\right)}{\left(\frac{1}{u^{2}}-u^{2}\right)} e^{x \sqrt{s}}
\end{align*}
$$

which simplifies to,

$$
\begin{equation*}
\tilde{\varphi}(x, s)=\frac{C \cosh [(2 a+1-|x-b|) \sqrt{s}]+C \cosh [(x+b) \sqrt{s}]}{s \sqrt{s} \sinh [(2 a+1) \sqrt{s}]} \tag{3.1-22}
\end{equation*}
$$

Note that, despite the presence of square roots of s, there are no branch cuts in the s plane because this function is even in the square root of s . Thus, the inverse Laplace transform can be computed purely via residue calculus. The poles, $s_{n}$, are located by,

$$
\begin{equation*}
s_{n} \sqrt{s_{n}} \sinh \left[(2 a+1) \sqrt{s_{n}}\right]=0 \tag{3.1-23}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
s_{n}=-\left(\frac{n \pi}{2 a+1}\right)^{2}=-\sigma_{n} \tag{3.1-24}
\end{equation*}
$$

Except for the double pole at $\mathrm{s}=0$, the residues at these poles are,

$$
\begin{equation*}
\text { residue }_{n}=(-1)^{n} C \frac{\cosh \left[(2 a+1-|x-b|) \sqrt{s_{n}}\right]+\cosh \left[(x+b) \sqrt{s_{n}}\right]}{s_{n}(2 a+1)} \tag{3.1-25}
\end{equation*}
$$

and the residue at the double pole is,

$$
\begin{equation*}
\text { residue }_{0}=\frac{C}{2 a+1} \tag{3.1-26}
\end{equation*}
$$

The inverse Laplace transform is thus,

$$
\begin{align*}
& \varphi(x, \tau)=\frac{C \tau}{2 a+1} \\
& +\frac{C}{2 a+1} \sum_{n=1}^{\infty} \frac{\cos \left[(x-b)\left(\frac{n \pi}{2 a+1}\right)\right]+(-1)^{n} \cos \left[(x+b)\left(\frac{n \pi}{2 a+1}\right)\right]}{\left(\frac{n \pi}{2 a+1}\right)^{2}}  \tag{3.1-27}\\
& \times\left(1-e^{\left.-\left(\frac{n \pi}{2 a+1}\right)^{2} \tau\right)}\right.
\end{align*}
$$

This may be rewritten in the form,

$$
\begin{align*}
& \varphi(x, \tau)=\frac{C \tau}{2 a+1} \\
& +\frac{C}{2 a+1} \sum_{m=1}^{\infty} \frac{2 \cos \left[b\left(\frac{2 m \pi}{2 a+1}\right)\right] \cos \left[x\left(\frac{2 m \pi}{2 a+1}\right)\right]}{\left(\frac{2 m \pi}{2 a+1}\right)^{2}}\left(1-e^{\left.-\left(\frac{2 m \pi}{2 a+1}\right)^{2} \tau\right)}\right.  \tag{3.1-28}\\
& \left.+\frac{C}{2 a+1} \sum_{n=0}^{\infty} \frac{2 \sin \left[b\left(\frac{(2 n+1) \pi}{2 a+1}\right)\right] \sin \left[x\left(\frac{(2 n+1) \pi}{2 a+1}\right)\right]}{\left(\frac{(2 n+1) \pi}{2 a+1}\right)^{2}}\right)
\end{align*}\left(1-e^{-\left(\frac{(2 n+1) \pi}{2 a+1}\right)^{2} \tau}\right)
$$

The overall time constant of the array dynamics is determined by the smallest eigenvalue. In general, this is given by the $n=0$ term in Eq. (3.1-28); that is,

$$
\begin{equation*}
\sigma_{0}=\left(\frac{\pi}{2 a+1}\right)^{2} \tag{3.1-29}
\end{equation*}
$$

However, if the detuned oscillator happens to be the center one, the residues of the $n$ series are zero and the smallest eigenvalue is the one for $m=1$; that is,

$$
\begin{equation*}
\sigma_{0}=\left(\frac{2 \pi}{2 a+1}\right)^{2} \tag{3.1-30}
\end{equation*}
$$

Thus, when the center oscillator is detuned, the array responds four times faster than if any other oscillator is detuned. (There is an error in Ref. [38] where this response is claimed to be only twice as fast.)

Recall now that from Eq. (3.1-13) the ensemble frequency of the array is the average of the tuning frequencies. When one oscillator out of the $2 a+1$ oscillator array is detuned by $C$ locking ranges, the ensemble frequency of the array measured in locking ranges will thus change by $C /(2 a+1)$ locking ranges. This is manifest in the solution Eq. (3.1-28) as the linear time dependence of slope $C /(2 a+1)$ as a function of the scaled time, $\tau$. Aside from this linear term, from Eq. (3.1-28) we see that the steady-state phase distribution across the array is given by,

$$
\begin{align*}
\varphi_{s s}(x)= & \frac{C}{2 a+1} \sum_{n=1}^{\infty} \frac{2 \cos \left[b\left(\frac{2 n \pi}{2 a+1}\right)\right] \cos \left[x\left(\frac{2 n \pi}{2 a+1}\right)\right]}{\left(\frac{2 n \pi}{2 a+1}\right)^{2}}  \tag{3.1-31}\\
& +\frac{C}{2 a+1} \sum_{n=0}^{\infty} \frac{2 \sin \left[b\left(\frac{(2 n+1) \pi}{2 a+1}\right)\right] \sin \left[x\left(\frac{(2 n+1) \pi}{2 a+1}\right)\right]}{\left(\frac{(2 n+1) \pi}{2 a+1}\right)^{2}}
\end{align*}
$$

a Fourier series which can be summed in closed form to yield the simple expression,

$$
\begin{equation*}
\varphi_{s S}(x)=\frac{C}{2(2 a+1)}\left[x^{2}+b^{2}-(2 a+1)|b-x|+\frac{1}{6}(2 a+1)^{2}\right] \tag{3.1-32}
\end{equation*}
$$

This may be compared with the result from the discrete model where we approximated the eigenvalues and extended the sums to an infinite number of terms to arrive at the simple approximate result Eq. (2.3-9). Recall that in the
linearized discrete model the eigenvalues repeat so, if the sums are continued to an infinite number of terms, a set of delta functions results. Here, in contrast, the sums are in fact infinite and result in a smooth function passing through the correct value of oscillator phase as $x$ passes through the corresponding index of that oscillator. Thus, the two results, discrete and continuum, are only equal at the oscillators and not in between.

As indicated in Ref. [38], because the inter-oscillator phase difference cannot exceed $\pi / 2$, this steady-state result indicates that the detuning $C$ is limited by,

$$
\begin{equation*}
C<\frac{\pi(2 a+1)}{2(a+|b|)} \tag{3.1-33}
\end{equation*}
$$

However, when operating near the limits of lock, this is not a very good approximation so it is suggested in [38] that the sine terms be approximated by defining an effective locking range, $\Delta \tilde{\omega}_{\text {lock }}$, as follows.

$$
\begin{equation*}
\Delta a_{o c k} \sin (\Delta \varphi) \approx \Delta q_{o c k} \frac{\sin (\Delta \varphi)}{\Delta \varphi} \Delta \varphi=\Delta \tilde{a}_{o c k} \Delta \varphi \tag{3.1-34}
\end{equation*}
$$

For small phase differences the effective locking range will be nearly equal to the true locking range, but near the limits of lock, it will be $2 / \pi$ times the true locking range. Thus, as pointed out in Ref. [38], though still approximate, the maximum detuning is more accurately given by,

$$
\begin{equation*}
\Delta \omega_{\max } \approx \frac{(2 a+1)}{(a+|b|)} \Delta \omega_{\text {lock }} \tag{3.1-35}
\end{equation*}
$$

Let us now return to the problem of determining the phase dynamics of a finite linear array when one oscillator in the array is step detuned at time zero and solve it via an alternative approach. We wish to solve Eq. (3.1-5) subject to Neumann boundary conditions at the array ends. Following Pogorzelski, et al. [38] in this alternate approach we first determine the eigenfunctions and eigenvalues defined by,

$$
\begin{equation*}
\frac{d^{2} w_{\ell}}{d x^{2}}=\lambda_{\ell} w_{\ell} \tag{3.1-36}
\end{equation*}
$$

such that,

$$
\begin{equation*}
\left.\frac{d w_{n}}{d x}\right|_{x=a+\frac{1}{2}}=0 \tag{3.1-37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\frac{d w_{n}}{d x}\right|_{x=-a-\frac{1}{2}}=0 \tag{3.1-38}
\end{equation*}
$$

Clearly, the appropriately normalized eigenfunctions are,

$$
\begin{equation*}
u_{m}=\frac{\sqrt{2} \cosh \left(x \sqrt{\lambda_{m}}\right)}{\sqrt{2 a+1}} \tag{3.1-39}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{n}=\frac{\sqrt{2} \sinh \left(x \sqrt{\lambda_{n}}\right)}{i \sqrt{2 a+1}} \tag{3.1-40}
\end{equation*}
$$

and the eigenvalues are given by,

$$
\begin{equation*}
\sinh \left[\sqrt{\lambda_{m}}\left(a+\frac{1}{2}\right)\right]=0 \tag{3.1-41}
\end{equation*}
$$

and

$$
\begin{equation*}
\cosh \left[\sqrt{\lambda_{n}}\left(a+\frac{1}{2}\right)\right]=0 \tag{3.1-42}
\end{equation*}
$$

Thus the explicit eigenvalues are,

$$
\begin{equation*}
\lambda_{m}=-\left(\frac{2 m \pi}{2 a+1}\right)^{2} \tag{3.1-43}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{n}=-\left(\frac{(2 n+1) \pi}{2 a+1}\right)^{2} \tag{3.1-44}
\end{equation*}
$$

We now express the solution of Eq. (3.1-5) as a sum of these eigenfunctions. That is,

$$
\begin{equation*}
\tilde{\varphi}=\sum_{m=0}^{\infty} A_{m} u_{m}+\sum_{n=0}^{\infty} B_{n} v_{n} \tag{3.1-45}
\end{equation*}
$$

Substituting this into Eq. (3.1-5) generalized to an arbitrary detuned oscillator at $x=b$ gives,

$$
\begin{equation*}
A_{m} \lambda_{m} u_{m}+B_{n} \lambda_{n} v_{n}-s A_{m} u_{m}+B_{n} v_{n}=-\frac{C}{s} \delta(x-b) \tag{3.1-46}
\end{equation*}
$$

Now using the orthogonality of the eigenfunctions over the length of the array, we obtain,

$$
\begin{equation*}
A_{m}=-\frac{C u_{m}(b)}{s\left(\lambda_{m}-s\right)} \tag{3.1-47}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{n}=-\frac{C v_{n}(b)}{s\left(\lambda_{n}-s\right)} \tag{3.1-48}
\end{equation*}
$$

The solution is then immediately written as,

$$
\begin{equation*}
\tilde{\varphi}=-C \sum_{m=0}^{\infty} \frac{u_{m}(b) u_{m}(x)}{s\left(\lambda_{m}-s\right)}+\sum_{n=0}^{\infty} \frac{v_{n}(b) v_{n}(x)}{s\left(\lambda_{n}-s\right)} \tag{3.1-49}
\end{equation*}
$$

or, inserting the explicit expressions for the eigenfunctions,

$$
\begin{align*}
\tilde{\varphi}= & -\frac{C}{s} \sum_{m=0}^{\infty} \frac{2 \cosh \left(b \sqrt{\lambda_{m}}\right) \cosh \left(x \sqrt{\lambda_{m}}\right)}{(2 a+1)\left(\lambda_{m}-s\right)}  \tag{3.1-50}\\
& -\frac{C}{s} \sum_{n=0}^{\infty} \frac{2 \sinh \left(b \sqrt{\lambda_{m}}\right) \sinh \left(x \sqrt{\lambda_{m}}\right)}{(2 a+1)\left(\lambda_{n}-s\right)}
\end{align*}
$$

Except for the zero eigenvalue term, $m=0$, each term of these series has one simple pole at s equal to the corresponding eigenvalue. Thus, the inverse Laplace transform follows immediately as the sum of the residues at the pole in each term of the series,

$$
\begin{align*}
& \varphi(x, \tau)=\frac{C \tau}{2 a+1} \\
& \left.\left.+\frac{C}{2 a+1} \sum_{m=1}^{\infty} \frac{2 \cos \left[b\left(\frac{2 m \pi}{2 a+1}\right)\right] \cos \left[x\left(\frac{2 m \pi}{2 a+1}\right)\right]}{\left(\frac{2 m \pi}{2 a+1}\right)^{2}}\right] 1-e^{-\left(\frac{2 m \pi}{2 a+1}\right)^{2} \tau}\right)  \tag{3.1-51}\\
& \left.+\frac{C}{2 a+1} \sum_{n=0}^{\infty} \frac{2 \sin \left[b\left(\frac{(2 n+1) \pi}{2 a+1}\right)\right] \sin \left[x\left(\frac{(2 n+1) \pi}{2 a+1}\right)\right]}{\left(\frac{(2 n+1) \pi}{2 a+1}\right)^{2}}\right)\left(1-e^{-\left(\frac{(2 n+1) \pi}{2 a+1}\right)^{2} \tau}\right)
\end{align*}
$$

which is, of course, identical to Eq. (3.1-28). For the case where $a=10$ and $b=5$, this solution is plotted as a function of time in Fig. 3-3. Note that the shape of the distribution at late times is very much like the corresponding steady-state solution shown in Fig. 2-3. Being the solution for a delta function source on the right side of the differential equation, this is the Green's function for the problem and as such it can be used to obtain solutions for arbitrary detuning distributions.


Fig. 3-3. Linear array phase distribution under step detuning of the oscillator at $x=5$.

To summarize, we have described two methods of solving the continuummodel partial-differential equation for the dynamic behavior of the phase across a linear array of mutually injection locked oscillators. Both methods entailed Laplace transformation with respect to the scaled time. The first method was a direct solution of the resulting second-order ordinary differential equation by postulating a solution as a superposition of a particular integral and two homogeneous solutions with unknown amplitude coefficients. The coefficients were determined by the Neumann boundary conditions at the array ends. The inverse Laplace transform was obtained as a sum of the residues of at the poles of the transform. In the second method, the Laplace transformed equation was solved by postulating a solution as a sum of eigenfunctions of the second order differential operator each satisfying the Neumann boundary conditions at the array ends. Recognizing this to be a self-adjoint boundary value problem of Sturm-Liouville type, it should not be surprising that the solution for the desired Green's function can be written as a sum of these eigenfunctions. Conveniently, each term of the sum, except the one corresponding to the zero eigenvalue, has one simple pole so that the inverse Laplace transform is immediately obtainable as a sum of the corresponding residues, one for each term of the eigenfunction series.

### 3.2 The Linear Array with External Injection

Thus far, the continuum model has been applied to arrays in which the phase control is accomplished by detuning one of the oscillators. The beam-steering method proposed by Stephan [1] requires that two or more array oscillators be injected with an externally derived signal. Thus, to accommodate this, it is necessary to generalize the continuum model along the lines followed in Section 2.5. Following Pogorzelski, et al. [39], we begin with Eq. (2.5-2) rewritten in terms of the continuous variable, $x$, and the scaled time, $\tau$, as,

$$
\begin{align*}
\frac{d \varphi(x, \tau)}{d \tau} & =\frac{\omega_{0 i}-\omega_{r e f}}{\Delta \omega_{\text {lock }}}+(\varphi(x+\Delta x, \tau)-2 \varphi(x, \tau)+\varphi(x-\Delta x, \tau)) \\
& -\delta(x-p) \frac{\Delta \omega_{\text {lock }, p, i n j}}{\Delta \omega_{\text {lock }}}\left(\varphi(x, \tau)-\varphi_{i n j}(\tau)\right) \tag{3.2-1}
\end{align*}
$$

Now we define,

$$
\begin{equation*}
V(x)=\delta(x-p) \frac{\Delta \omega_{l o c k, p, i n j}}{\Delta \omega_{l o c k}} \tag{3.2-2}
\end{equation*}
$$

and expand in a Taylor series about $x$ keeping terms up to second order in $\Delta x$ so that Eq. (3.2-1) becomes,

$$
\begin{equation*}
\frac{\partial^{2} \varphi}{\partial x^{2}}-V(x) \varphi-\frac{d \varphi}{d \tau}=-\Delta \Omega_{t u n e}-V(x) \varphi_{i n j}(\tau) \tag{3.2-3}
\end{equation*}
$$

Here the spatial distribution of the external injection signals is given by $V(x)$ while the temporal dependence is given by $\varphi_{n j}(\tau)$ so we have implicitly assumed that these dependences are separable; that is, all of the injection signal phases have the same time dependence. While this is a convenient simplification, it is not essential in that one could include more than one such injection term in the equation and obtain a solution albeit somewhat more complicated than the one presented here. Equation (3.2-3) is the generalization of Eq. (3.1-3) required to accommodate external injection for our purposes and we will use it to study the phase dynamics of such an externally injected array.

Suppose we consider an infinitely long linear array wherein all of the oscillators are tuned to the ensemble or reference frequency and the oscillator at $x=b$ is externally injection locked to an oscillator of strength $C$ with $C_{0}$ radian step time dependence of its phase. Our generalized differential equation then becomes,

$$
\begin{equation*}
\frac{\partial^{2} \varphi}{\partial x^{2}}-C \delta(x-b) \varphi-\frac{d \varphi}{d \tau}=-\Delta \Omega_{\text {tune }}-C C_{0} \delta(x-b) u(\tau) \tag{3.2-4}
\end{equation*}
$$

where,

$$
\begin{equation*}
C=\frac{\Delta \omega_{\text {lock }, p, i n j}}{\Delta \omega_{\text {lock }}} \tag{3.2-5}
\end{equation*}
$$

Laplace transformation with respect to the scaled time results in,

$$
\begin{equation*}
\frac{\partial^{2} \tilde{\varphi}}{\partial x^{2}}-C \delta(x-b) \tilde{\varphi}-s \tilde{\varphi}=-\frac{C_{0}}{s} C \delta(x-b) \tag{3.2-6}
\end{equation*}
$$

We now define,

$$
\begin{equation*}
\tilde{\varphi}_{1}=\tilde{\varphi}-\frac{C_{0}}{s} \tag{3.2-7}
\end{equation*}
$$

so that Eq. (3.2-6) becomes,

$$
\begin{equation*}
\frac{\partial^{2} \tilde{\varphi}_{1}}{\partial x^{2}}-C \delta(x-b) \tilde{\varphi}_{1}-s \tilde{\varphi}_{1}=C_{0} \tag{3.2-8}
\end{equation*}
$$

The particular integral of this equation is,

$$
\begin{equation*}
\tilde{\varphi}_{1 p}=-\frac{C_{0}}{s} \tag{3.2-9}
\end{equation*}
$$

We postulate a homogeneous solution of the form,

$$
\begin{equation*}
\tilde{\varphi}_{1 h}=C_{1} e^{-\sqrt{s}|x-b|} \tag{3.2-10}
\end{equation*}
$$

so that our proposed solution is,

$$
\begin{equation*}
\tilde{\varphi}_{1}=-\frac{C_{0}}{s}+C_{1} e^{-\sqrt{s}|x-b|} \tag{3.2-11}
\end{equation*}
$$

Now integrating Eq. (3.2-8) across the delta function at $x=b$, we find that,

$$
\begin{equation*}
\left.\frac{d \tilde{\varphi}_{1}}{d x}\right|_{x=b^{-}} ^{x=b^{+}}=C \tilde{\varphi}_{1}(b) \tag{3.2-12}
\end{equation*}
$$

Imposing this condition on the solution given by Eq. (3.2-11), we obtain,

$$
\begin{equation*}
C_{1}=\frac{C_{0} C}{s(2 \sqrt{s}+C)} \tag{3.2-13}
\end{equation*}
$$

Substituting this into the solution given by Eq. (3.2-11) gives,

$$
\begin{equation*}
\tilde{\varphi}_{1}=\frac{C_{0}}{s}\left[\frac{C}{2 \sqrt{s}+C} e^{-\sqrt{s}|x-b|}-1\right] \tag{3.2-14}
\end{equation*}
$$

and from Eq. (3.2-7),

$$
\begin{equation*}
\tilde{\varphi}(x, s)=\frac{C_{0} C}{s(2 \sqrt{s}+C)} e^{-\sqrt{s}|x-b|} \tag{3.2-15}
\end{equation*}
$$

Finally, the inverse Laplace transform of Eq. (3.2-15) is,

$$
\begin{align*}
\varphi(x, \tau) & =C_{0}\left[\operatorname{erfc}\left(\frac{|x-b|}{2 \sqrt{\tau}}\right)\right. \\
& \left.-e^{C|x-b| / 2} e^{C^{2} \tau / 4} \operatorname{erfc}\left(C \frac{\sqrt{\tau}}{2}+\frac{|x-b|}{2 \sqrt{\tau}}\right)\right] u(\tau) \tag{3.2-16}
\end{align*}
$$

(See Ref. [37] equation 29.3.89.) This is the phase distribution across the infinite array as a function of time. It is zero at time zero and smoothly evolves to a final value of $C_{0}$ at infinite time as shown in Fig. 3-4 for $C_{0}=1$ radian and $C=1$. Note that the injection frequency as well as the initial and final ensemble frequencies are all the same. Because it is the solution for injection at a single point in the array, you might think that it is a Green's function that can be used to construct solutions for arrays injected at multiple points. However, as we shall see in Section 3.4 when we discuss Stephan's beam-steering scheme [1] involving two injection points, this is not the case because the form of differential equation itself differs from Eq. (3.2-6) when there are multiple injection points.

The corresponding problem where the injected frequency is step shifted by $C_{0}$ locking ranges at time zero was treated by Pogorzelski, et al. [39]. In that case the array oscillator frequencies evolve from the ensemble frequency at time zero to the injection frequency at infinite time.

Next, we consider an array of finite length, $2 a+1$, in which all of the oscillators are tuned to the same frequency, taken to be the reference frequency and one of the oscillators, the one at $x=b$, is injected with an externally generated signal of strength $C$ defined by Eq. (3.2-5) that is step phase shifted at time zero by $C_{0}$ radians. Equation (3.2-6) applies, but this time we wish to solve it subject to Neumann boundary conditions at the array ends. Here again we have a choice of two methods of solution. Let us begin by postulating the solution in the form of a particular integral plus two complementary functions that are solutions of the homogeneous equation. That is, using Eqs. (3.2-7), (3.2-9), and (3.2-10) we have,

$$
\begin{equation*}
\tilde{\varphi}_{1}=C_{b} e^{-\sqrt{s}|x-b|}+C_{R} e^{-x \sqrt{s}}+C_{L} e^{x \sqrt{s}}-\frac{C_{0}}{s} \tag{3.2-17}
\end{equation*}
$$



Fig. 3-4. Phase distribution versus time for an infinite linear array with one oscillator externally injected.
with the three conditions,

$$
\begin{gather*}
\left.\frac{d \tilde{\varphi}_{1}}{d x}\right|_{x=b^{-}} ^{x=b^{+}}=C \tilde{\varphi}_{1}(b)  \tag{3.2-18}\\
\left.\frac{d \tilde{\varphi}_{1}}{d x}\right|_{x=a}=0  \tag{3.2-19}\\
\left.\frac{d \tilde{\varphi}_{1}}{d x}\right|_{x=-a}=0 \tag{3.2-20}
\end{gather*}
$$

Now, Eqs. (3.2-18), (3.2-19), and (3.2-20) can be used to determine the three constants, $C_{b}$, $C_{R}$, and $C_{L}$. Then, using Eq. (3.2-7), we get,

$$
\begin{align*}
& \tilde{\varphi}(x, s)= \\
& \frac{C_{0}}{2 s D(s)}\{C \cosh [(2 a+1-|x-b|) \sqrt{s}]+C \cosh [(x+b) \sqrt{s}]\} \tag{3.2-21}
\end{align*}
$$

where,

$$
\begin{align*}
& D(s)=\sqrt{s} \sinh [(2 a+1) \sqrt{s}]+  \tag{3.2-22}\\
& \quad C \cosh \left[\left(a+\frac{1}{2}+b\right) \sqrt{s}\right] \cosh \left[\left(a+\frac{1}{2}-b\right) \sqrt{s}\right]
\end{align*}
$$

Here again there are no branch cuts, and the inverse Laplace transform is expressible as a sum of residues at the poles; that is, the zeros of $D(s)$, all of which lie on the negative real axis of the $s$ plane. Note that Eq. (3.2-22) is very reminiscent of Eq. (2.5-9) of the discrete model of this array. Comparing these two equations, we may ascertain that the continuum approximation is particularly accurate for small values of $s$ when $\sqrt{s} \approx \sinh (\sqrt{s})$ which, of course, corresponds to late time. In fact, the pole closest to the origin of the $s$ plane provides us with the time constant of the array which determines the late time behavior. Let us examine Eq. (3.2-22) to see if we can estimate the location of this pole.

In anticipation of the fact that the pole lies on the negative real axis, we define $\xi$ so that,

$$
\begin{equation*}
\sqrt{s}=\sqrt{-\sigma}=i \sqrt{\sigma}=i \xi \tag{3.2-23}
\end{equation*}
$$

Then,

$$
\begin{align*}
D= & -\xi \sin [(2 a+1) \xi]+ \\
& C \cos \left[\left(a+\frac{1}{2}+b\right) \xi\right] \cos \left[\left(a+\frac{1}{2}-b\right) \xi\right] \tag{3.2-24}
\end{align*}
$$

Setting $D$ equal to zero, yields the transcendental equation,

$$
\begin{align*}
& 2 \xi \sin \left[\left(a+\frac{1}{2}\right) \xi\right] \cos \left[\left(a+\frac{1}{2}\right) \xi\right]= \\
& \quad C \cos \left[\left(a+\frac{1}{2}+b\right) \xi\right] \cos \left[\left(a+\frac{1}{2}-b\right) \xi\right] \tag{3.2-25}
\end{align*}
$$

For small $\xi$, the solution occurs where the cosine functions are near zero and the sine function is near unity. Thus, we define a new variable,

$$
\begin{equation*}
\eta=\xi-\frac{\pi}{2 a+1} \tag{3.2-26}
\end{equation*}
$$

and write Eq. (3.2-25) in the form,

$$
\begin{align*}
& 2\left(\eta-\frac{\pi}{2 a+1}\right) \sin \left[\left(a+\frac{1}{2}\right) \eta+\frac{\pi}{2}\right] \cos \left[\left(a+\frac{1}{2}\right) \eta+\frac{\pi}{2}\right]= \\
& \quad C \cos \left[\left(a+\frac{1}{2}+b\right) \eta+\frac{\pi}{2}+\frac{b \pi}{2 a+1}\right]  \tag{3.2-27}\\
& \quad \times \cos \left[\left(a+\frac{1}{2}-b\right) \eta+\frac{\pi}{2}-\frac{b \pi}{2 a+1}\right]
\end{align*}
$$

or

$$
\begin{align*}
& 2\left(\eta-\frac{\pi}{2 a+1}\right) \cos \left[\left(a+\frac{1}{2}\right) \eta\right] \sin \left[\left(a+\frac{1}{2}\right) \eta\right]= \\
& \quad-C \sin \left[\left(a+\frac{1}{2}+b\right) \eta+\frac{b \pi}{2 a+1}\right]  \tag{3.2-28}\\
& \quad \times \sin \left[\left(a+\frac{1}{2}-b\right) \eta-\frac{b \pi}{2 a+1}\right]
\end{align*}
$$

Using the identity for the sine of a sum, we arrive at,

$$
\begin{gather*}
2\left(\eta-\frac{\pi}{2 a+1}\right) \cos \left[\left(a+\frac{1}{2}\right) \eta\right] \sin \left[\left(a+\frac{1}{2}\right) \eta\right]= \\
-C\left\{\sin \left[\left(a+\frac{1}{2}+b\right) \eta\right] \cos \left(\frac{b \pi}{2 a+1}\right)\right. \\
\left.+\cos \left[\left(a+\frac{1}{2}+b\right) \eta\right] \sin \left(\frac{b \pi}{2 a+1}\right)\right\}  \tag{3.2-29}\\
\times\left\{\sin \left[\left(a+\frac{1}{2}-b\right) \eta\right] \cos \left(\frac{b \pi}{2 a+1}\right)\right. \\
\left.-\cos \left[\left(a+\frac{1}{2}-b\right) \eta\right] \sin \left(\frac{b \pi}{2 a+1}\right)\right\}
\end{gather*}
$$

Near $\eta=0$,

$$
\begin{align*}
& \pi \eta= \\
& C\{ {\left[\left(a+\frac{1}{2}+b\right) \eta\right] \cos \left(\frac{b \pi}{2 a+1}\right) } \\
&\left.+\sin \left(\frac{b \pi}{2 a+1}\right)\right\}  \tag{3.2-30}\\
& \times\left\{\left[\left(\left[a+\frac{1}{2}-b\right) \eta\right] \cos \left(\frac{b \pi}{2 a+1}\right)\right.\right. \\
&\left.\quad-\sin \left(\frac{b \pi}{2 a+1}\right)\right\}
\end{align*}
$$

which is a quadratic equation for $\eta$. That is,

$$
\begin{align*}
& {\left[\left(a+\frac{1}{2}\right)^{2}-b^{2}\right] \eta^{2}}  \tag{3.2-31}\\
& \quad-\left[\frac{\pi}{C} \sec ^{2}\left(\frac{b \pi}{2 a+1}\right)+2 b \tan \left(\frac{b \pi}{2 a+1}\right)\right] \eta-\tan ^{2}\left(\frac{b \pi}{2 a+1}\right)=0
\end{align*}
$$

We can now look at two limiting cases. First, if $C$ is small, the solution becomes that of the uninjected array, namely, $\eta=0$. If, on the other hand, $C$ is large,

$$
\begin{equation*}
\eta=\frac{\left[b \pm\left(a+\frac{1}{2}\right)\right]}{\left[\left(a+\frac{1}{2}\right)^{2}-b^{2}\right]} \tan \left(\frac{b \pi}{2 a+1}\right) \tag{3.2-32}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi=\frac{\left[b \pm\left(a+\frac{1}{2}\right)\right]}{\left[\left(a+\frac{1}{2}\right)^{2}-b^{2}\right]} \tan \left(\frac{b \pi}{2 a+1}\right)+\frac{\pi}{2 a+1} \tag{3.2-33}
\end{equation*}
$$

If $b$ is small; that is, if the injection point is near the center of the array,

$$
\begin{equation*}
\xi \approx \frac{\left[b \pm\left(a+\frac{1}{2}\right)\right]}{\left[\left(a+\frac{1}{2}\right)^{2}-b^{2}\right]}\left(\frac{b \pi}{2 a+1}\right)+\frac{\pi}{2 a+1} \tag{3.2-34}
\end{equation*}
$$

Choosing the sign in the numerator to obtain the solution nearest the origin of the $s$ plane, we have,

$$
\begin{equation*}
\xi \approx \frac{\pi}{2 a+1+2|b|} \tag{3.2-35}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
s_{\min } \approx-\left(\frac{\pi}{2(a+|b|+1)}\right)^{2} \tag{3.2-36}
\end{equation*}
$$

and that the late time behavior of the array goes as,

$$
\begin{equation*}
e^{-\left(\frac{\pi}{2(a+|b|+1)}\right)^{2} \tau} \tag{3.2-37}
\end{equation*}
$$

The formula given by Eq. (3.2-33) fails if $b$ is at either end of the array because we have effectively divided by zero in the derivation. We can no longer assume that $C$ is infinite. Retaining a finite value of $C$ and rewriting the transcendental equation results in,

$$
\begin{equation*}
\xi \tan [(2 a+1) \xi]=C \tag{3.2-38}
\end{equation*}
$$

If $C$ is small, the solution is approximately,

$$
\begin{equation*}
\xi \approx \sqrt{\frac{C}{2 a+1}} \tag{3.2-39}
\end{equation*}
$$

but if $C$ is large,

$$
\begin{equation*}
\xi \approx \frac{\frac{\pi}{2}}{(2 a+1)+\frac{1}{C}} \tag{3.2-40}
\end{equation*}
$$

Interestingly, for large $a$, Eq. (3.2-40) is consistent with Eq. (3.2-35) if $b$ is at the either end of the array so, for large $C$ and large $a$, these formulas agree.

Returning now to Eq. (3.2-21), the poles are easily found by iterative bisection because they are all on the negative real axis. The residues are easily computed once the poles are known and the residue series gives the inverse Laplace transform. As an example, this inverse transform is plotted in Fig. 3-5 for the case where $a=10, b=5, C_{0}=1$, and $C=10$. The time constant of this array is 96.12 inverse locking ranges, whereas the approximate formula Eq. (3.2-36) gives 103.75 inverse locking ranges. Note that for the injected oscillator $x=5$, the response is much faster than that of the entire array. This is because for this oscillator, the residues of the poles close to the origin of the $s$ plane are small and the more distant poles hold sway.


Fig. 3-5. Oscillator phases for oscillator 5 externally injected.

As discussed in connection with the detuned linear array, the above analysis can also be performed by expanding the solution in eigenfunctions of the differential operator. The relevant operator in this case is,

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}-C \delta(x-b) \tag{3.2-41}
\end{equation*}
$$

The presence of the delta function produces a slope discontinuity in the eigenfunctions which must satisfy,

$$
\begin{equation*}
\frac{\partial^{2} w_{n}}{\partial x^{2}}-C \delta(x-b) w_{n}=\lambda_{n} w_{n} \tag{3.2-42}
\end{equation*}
$$

and the boundary conditions,

$$
\begin{align*}
& \left.\frac{d w_{n}}{d x}\right|_{x=a}=0  \tag{3.2-43}\\
& \left.\frac{d w_{n}}{d x}\right|_{x=-a}=0 \tag{3.2-44}
\end{align*}
$$

The solution is postulated in the form,

$$
\begin{equation*}
w_{n}=C_{b} e^{-\sqrt{\lambda_{n}}|x-b|}+C_{R} e^{-x \sqrt{\lambda_{n}}}+C_{L} e^{x \sqrt{\lambda_{n}}} \tag{3.2-45}
\end{equation*}
$$

Now we note something interesting about Eq. (3.2-42); that is, it is essentially Eq. (3.2-6) with $C_{0}$ set to zero and $s$ set to $\lambda_{n}$. Therefore, we can obtain the eigenfunctions by means of a limiting process applied to Eq. (3.2-21) instead of solving for the three constants using Eqs. (3.2-42), (3.2-43), and (3.2-44). Suppose we set,

$$
\begin{equation*}
C_{0}=\alpha \tag{3.2-46}
\end{equation*}
$$

and,

$$
\begin{equation*}
s=\lambda_{n}+\alpha \tag{3.2-47}
\end{equation*}
$$

in Eq. (3.2-21) and take the limit as $\alpha$ approaches zero where $\lambda_{n}$ is the $n^{\text {th }}$ value of $s$ for which $D(s)$ equals zero. In this limit both the numerator and
denominator of Eq. (3.2-21) approach zero, but the ratio is finite and approaches $w_{n}$. That is,

$$
\begin{align*}
& w_{n}(x)= \\
& \left.\frac{\frac{\partial}{\partial \alpha}\left\{\alpha C \cosh \left[(2 a+1-|x-b|) \sqrt{\lambda_{n}+\alpha}\right]+\alpha C \cosh \left[(x+b) \sqrt{\lambda_{n}+\alpha}\right]\right\}}{2 \frac{\partial}{\partial \alpha}\left[\left(\lambda_{n}+\alpha\right) D\left(\lambda_{n}+\alpha\right)\right]}\right|_{\alpha=0} \tag{3.2-48}
\end{align*}
$$

But, except for a factor of $C_{0}$, this is nothing but the residue of Eq. (3.2-21) at the $n^{t h}$ pole. Not only have we found the eigenfunctions, but they are already multiplied by the coefficients needed to form the solution by summation except for an overall multiplicative constant of $C_{0}$. In effect, in Eq. (3.2-48) we are computing,

$$
\begin{equation*}
w_{n}(x)=\frac{C f_{n}(b)}{\lambda_{n}<f_{n}, f_{n}>} f_{n}(x) \tag{3.2-49}
\end{equation*}
$$

where the bracketed expression in the denominator is the normalizatiintegral; that is, the integral of the square of the arbitrarily normalized eigenfunction, $f_{n}$, over the array length and,

$$
\begin{equation*}
f_{n}(x)=C \cosh \left[(2 a+1-|x-b|) \sqrt{\lambda_{n}}\right]+C \cosh \left[(x+b) \sqrt{\lambda_{n}}\right] \tag{3.2-50}
\end{equation*}
$$

The desired solution is therefore,

$$
\begin{equation*}
\tilde{\varphi}(x, s)=C_{0} \sum_{n} w_{n}(x)=C_{0} C \sum_{n} \frac{f_{n}(b) f_{n}(x)}{\lambda_{n}<f_{n}, f_{n}>} \tag{3.2-51}
\end{equation*}
$$

the well-known form of the solution as a sum of eigenfunctions.
Thus, we see that the inverse Laplace transform of the eigenfunction sum representing the solution, $\varphi(x, \tau)$, is just the sum of the residues of Eq. (3.2-21) multiplied by the Laplace transform kernel, $e^{s \tau}$. This same property was evident in the treatment of the linear array with one oscillator detuned. It is the reason why Eqs. (3.1-28) and (3.1-51) are identical. Thus, in the present case, we can rest assured that, had we pursued the eigenfunction expansion approach to completion, the result would have been exactly that plotted in Fig. 3-5. The two approaches, the residue series based on the
eigenfunction sum and the residue series based on the particular integral and complementary function are not just equivalent, they are in fact identical.

### 3.3 Beam-steering via End Detuning

The beam-steering concept suggested by Liao et al. [28] involves antisymmetric detuning of the end oscillators of the linear array. The phase dynamics produced in this situation can be analyzed by means of the continuum model presented in Section 3.1. Beginning with Eq. (3.1-51), we may superpose two such solutions, one with $b$ equal to minus $a$ and the other with $b$ equal to plus $a$ and with $C$ 's of opposite sign. Let, $C=\Delta \omega_{\Gamma} / \Delta \omega_{\text {ock }}$ and,

$$
\begin{equation*}
\omega_{\text {tune }}(x)=\omega_{r e f}+\Delta \omega_{T} \delta(x-a)-\Delta \omega_{T} \delta(x+a) \tag{3.3-1}
\end{equation*}
$$

Then we obtain,

$$
\begin{align*}
& \varphi(x, \tau)= \\
& \frac{\Delta \omega_{T}}{\Delta \omega_{\text {lock }}} \sum_{n=0}^{\infty} \frac{2 \sin \left[b\left(\frac{(2 n+1) \pi}{2 a+1}\right)\right] \sin \left[x\left(\frac{(2 n+1) \pi}{2 a+1}\right)\right]}{(2 a+1)\left(\frac{(2 n+1) \pi}{2 a+1}\right)^{2}}\left(1-e^{-\left(\frac{(2 n+1) \pi}{2 a+1}\right)^{2} \tau}\right) \tag{3.3-2}
\end{align*}
$$

The steady-state phase distribution is then given by,

$$
\begin{align*}
& \varphi(x, \infty)= \\
& \frac{\Delta \omega_{T}}{\Delta \omega_{\text {lock }}} \sum_{n=0}^{\infty} \frac{2 \sin \left[b\left(\frac{(2 n+1) \pi}{2 a+1}\right)\right] \sin \left[x\left(\frac{(2 n+1) \pi}{2 a+1}\right)\right]}{(2 a+1)\left(\frac{(2 n+1) \pi}{2 a+1}\right)^{2}} \tag{3.3-3}
\end{align*}
$$

which can be summed in closed form to yield,

$$
\begin{equation*}
\varphi(x, \infty)=\frac{\Delta \omega_{T}}{\Delta \omega_{\text {lock }}} x \tag{3.3-4}
\end{equation*}
$$

a linear phase distribution as indicated in Ref. [28].
The function given by Eq. (3.3-2) is plotted in Fig. 3-6 for end oscillators of a 21-oscillator array step detuned at time zero by one half locking range.

Figure 3-7 shows the corresponding far-zone radiated field if the oscillator outputs are used to excite the elements of a half wavelength spaced array of isotropically radiating elements. It shows that the beam is steered from normal to the array initially, to 9.16 deg from normal corresponding to the steady-state inter-element phase difference of a half radian or 28.65 deg given by Eq. (3.3-4) when $\Delta \omega_{T}=\frac{1}{2} \Delta \omega_{\text {lock }}$. The linearization of the sine functions in the full nonlinear theory introduces some error, but the qualitative behavior is well represented. In fact, the actual steady-state inter-element phase difference is 30 deg resulting in beam-steering to 9.59 deg rather than the 9.16 deg given by the linearized theory.

These plots depict the dynamic behavior for an interval just a little longer than one array time constant.

We have shown that the beam-steering scheme suggested by Liao and York [28] is indeed treatable using the continuum model of coupled oscillators and that the phase transient ensuing from antisymmetric step detuning of the end oscillators produces a smoothly scanning beam in the far zone. The maximum


Fig. 3-6. Oscillator phases for a 21-oscillator linear array with end elements antisymmetrically detuned by half the locking range.


Fig. 3-7. Far-zone radiated field of a 21 -element half wavelength spaced phased array excited by the oscillators of Fig. 3-6.
scan angle is limited by the maximum permissible inter-oscillator phase difference. However, this can be mitigated by frequency multiplication of the oscillator outputs, which similarly multiplies the phase excursion [40].

### 3.4 Beam-steering via End Injection

The beam-steering scheme proposed by Stephan [1] requires that each of the end oscillators be externally injected. The phase distribution across the array is then controlled by adjusting the relative phase of these injection signals by means of a phase shifter which thus controls the beam direction. The dynamic behavior in this situation can be analyzed using the continuum model, but the analysis presented in Section 3.2 for a single injection point cannot be directly applied. If, for example, we represent the solution as a sum of eigenfunctions, the eigenfunctions for two injection points differ from those for one. Similarly, if we approach the analysis using a particular integral and complementary function, both of these will differ from those for one injection point. Thus, it
will be necessary to reformulate the problem for two injection points from the beginning.
To be definite, we assume that the oscillators of the array are all initially tuned to the reference frequency and are thus in-phase with each other and that two arbitrary oscillators in the array at $x=b_{1}$ and $x=b_{2}$ are injection locked to external signals which are initially in-phase with the oscillators of the array and that at time zero the phase of each of these signals is stepped to a finite constant value. The strengths of the two injection signals are denoted by $B_{1}$ and $B_{2}$, and the amplitude of the corresponding temporal step functions are denoted by $p_{1}$ and $p_{2}$, respectively. Then, Eq. (3.2-3) becomes,

$$
\begin{align*}
\frac{\partial^{2} \varphi}{\partial x^{2}} & -\left[B_{1} \delta\left(x-b_{1}\right)+B_{2} \delta\left(x-b_{2}\right)\right] \varphi-\frac{d \varphi}{d \tau}  \tag{3.4-1}\\
& =-B_{1} \delta\left(x-b_{1}\right) p_{1} u(\tau)-B_{2} \delta\left(x-b_{2}\right) p_{2} u(\tau)
\end{align*}
$$

Laplace transformation results in,

$$
\begin{align*}
\frac{\partial^{2} \tilde{\varphi}}{\partial x^{2}} & -\left[B_{1} \delta\left(x-b_{1}\right)+B_{2} \delta\left(x-b_{2}\right)\right] \varphi-s \tilde{\varphi}  \tag{3.4-2}\\
& =-B_{1} \delta\left(x-b_{1}\right) \frac{p_{1}}{s}-B_{2} \delta\left(x-b_{2}\right) \frac{p_{2}}{s}
\end{align*}
$$

Now, as shown previously, we may solve this equation either by means of an eigenfunction expansion or by means of superposition of a particular integral and a complementary function. In the former approach, the complexity arises in the normalization of the eigenfunctions, which involves integration of the square of the eigenfunctions of the array. In the latter, this is automatically taken care of by the residues. Thus, we elect to proceed with the latter approach as was done in [39].

The solution of (3.4-2) is postulated in the form,

$$
\begin{equation*}
\tilde{\varphi}=C_{1} e^{-\sqrt{s}\left|x-b_{1}\right|}+C_{2} e^{-\sqrt{s}\left|x-b_{2}\right|}+C_{R} e^{-x \sqrt{s}}+C_{L} e^{x \sqrt{s}} \tag{3.4-3}
\end{equation*}
$$

The four unknown constants are determined by the boundary conditions at the array ends, Eqs. (3.2-19) and (3.2-20), and the conditions on the derivatives at the injection points, Eq. (3.2-18). These four constraints yield four equations for the four unknowns in Eq. (3.4-3). The solution is,

$$
\begin{aligned}
& \tilde{\varphi}(x, s)=\frac{1}{s D_{2}(s)} \\
& \times\left\{B_{2} p_{2} \cosh \left[\frac{\sqrt{s}}{2}\left((2 a+1)+\left(b_{2}+x\right)-\left|b_{2}-x\right|\right)\right]\right. \\
& \quad \times \cosh \left[\frac{\sqrt{s}}{2}\left((2 a+1)-\left(b_{2}+x\right)-\left|b_{2}-x\right|\right)\right] \\
& +B_{1} p_{1} \cosh \left[\frac{\sqrt{s}}{2}\left((2 a+1)+\left(b_{1}+x\right)-\left|b_{1}-x\right|\right)\right] \\
& \quad \times \cosh \left[\frac{\sqrt{s}}{2}\left((2 a+1)-\left(b_{1}+x\right)-\left|b_{1}-x\right|\right)\right] \\
& +\frac{B_{1} B_{2} p_{2}}{\sqrt{s}} \cosh \left[\frac{\sqrt{s}}{2}\left(2 a+1+2 b_{1}\right)\right] \\
& \quad \times \cosh \left[\frac{\sqrt{s}}{2}\left(2 a+1-\left(b_{2}+b_{1}\right)-\left|b_{2}-x\right|-\left|b_{1}-x\right|\right)\right] \\
& \quad \times \sinh \left[\frac{\sqrt{s}}{2}\left(\left(b_{2}-b_{1}\right)-\left|b_{2}-x\right|+\left|b_{1}-x\right|\right)\right] \\
& +\frac{B_{1} B_{2} p_{1}}{\sqrt{s}} \cosh \left[\frac{\sqrt{s}}{2}\left(2 a+1-2 b_{2}\right)\right] \\
& \quad \times \cosh \left[\frac{\sqrt{s}}{2}\left(2 a+1+\left(b_{2}+b_{1}\right)-\left|b_{2}-x\right|-\left|b_{1}-x\right|\right)\right] \\
& \left.\quad \times \sinh \left[\frac{\sqrt{s}}{2}\left(\left(b_{2}-b_{1}\right)+\left|b_{2}-x\right|-\left|b_{1}-x\right|\right)\right]\right\}
\end{aligned}
$$

where,

$$
\begin{align*}
D_{2}(s) & =\sqrt{s} \sinh [(2 a+1) \sqrt{s}] \\
& +B_{1} \cosh \left[\sqrt{s}\left(a+\frac{1}{2}+b_{1}\right)\right] \cosh \left[\sqrt{s}\left(a+\frac{1}{2}-b_{1}\right)\right] \\
& +B_{2} \cosh \left[\sqrt{s}\left(a+\frac{1}{2}+b_{2}\right)\right] \cosh \left[\sqrt{s}\left(a+\frac{1}{2}-b_{2}\right)\right]  \tag{3.4-5}\\
& +\frac{B_{1} B_{2}}{\sqrt{s}} \sinh \left[\sqrt{s}\left(b_{2}-b_{1}\right)\right] \\
& \times \cosh \left[\sqrt{s}\left(a+\frac{1}{2}+b_{1}\right)\right] \cosh \left[\sqrt{s}\left(a+\frac{1}{2}-b_{2}\right)\right]
\end{align*}
$$

Note that, if either of the $B$ 's is zero, we recover Eqs. (3.2-21) and (3.2-22) for a single injection point. The form of the solution presented in Ref. [39] is slightly different but fully equivalent except for a typographical error in the $\sinh \left[\sqrt{s}\left(2 b_{1}-\left|b_{2}-x\right|\right)\right]$ term, which should have been $\sinh \left[\sqrt{s}\left(2 b_{1}+\left|b_{2}-x\right|\right)\right]$. The pole locations on the negative real axis of the $s$ plane are easily found by iterative bisection, and the inverse Laplace transform is then obtainable as a residue series.

As a first example, we compute the solutions when unit strength injection signals are applied to the end oscillators of a 21 -oscillator linear array, and at time zero their phase is step shifted antisymmetrically by one radian producing a phase difference of two radians. The dynamic behavior of the resulting phase distribution is shown in Fig. 3-8.

An analytic expression for the steady-state solution for the phase can be obtained by application of the final value theorem to the transform (3.4-4) and (3.4-5). The result is,

$$
\begin{align*}
& \varphi(x, \infty)=\frac{1}{2 B_{1}+2 B_{2}+2 B_{1} B_{2}\left(b_{2}-b_{1}\right)}\left\{2 B_{1} p_{1}+2 B_{2} p_{2}\right.  \tag{3.4-6}\\
& \left.+B_{1} B_{2}\left[\left(p_{2}+p_{1}\right)\left(b_{2}-b_{1}\right)-\left(p_{2}-p_{1}\right)\left(\left|b_{2}-x\right|-\left|b_{1}-x\right|\right)\right]\right\}
\end{align*}
$$

For the case shown in Fig. 3-8, this expression reduces to,

$$
\begin{equation*}
\varphi(x, \infty)=\frac{x}{11} \tag{3.4-7}
\end{equation*}
$$



Fig. 3-8. Phase dynamics for injected end elements.
Notice that the steady-state phases of the injected oscillators at $x=10$ and at $x=-10$ are not equal to the phases of the corresponding injection signals, plus and minus one radian. This is because the end oscillators are also injected by virtue of their coupling to their nearest neighbor in the array, and the phase of that neighbor differs from the phase of the external injection signal. Thus, the total injection of the end oscillator is not in phase with the external injection signal. However, as the strength of the injection signals is increased (large values of the B's are used), the steady-state phase of the end oscillators will approach the phase of the corresponding injection signals because the signal from the corresponding neighboring oscillators becomes negligible.

We again remark, as in Section 2.5, that the injection signals may be derived from the end oscillators of the array and used to inject the next to end oscillators to achieve beam-steering. The continuum model has been used to study this approach also [41].

Recall that the phase of the injection signals can differ from the initial phase of the injected oscillators by no more than $\pi / 2$ radians for a maximum total phase difference of $\pi$ radians across the array. Thus, for strong injection, the beamsteering angle is limited to a maximum of

$$
\begin{equation*}
\theta_{\max }=\sin ^{-1}\left(\frac{\pi}{(2 a+1) S}\right) \tag{3.4-8}
\end{equation*}
$$

where $S$ is the electrical radiating element spacing in radians. In our present example, if the element spacing is a half wavelength so $\mathrm{S}=\pi$, then the maximum steering angle is 2.73 deg , a disappointingly small angle. Fortunately, this problem is easily eliminated by gradually increasing the injection phase instead of stepping it. [1] That way, the phase difference between the injected oscillator and the injection signal can be maintained less than $\pi / 2$ radians while the phase difference between the two injection signals is increased to a large value. The new limit on steering angle is now imposed by the requirement that the inter-oscillator phase difference be less than $\pi / 2$ radians to maintain overall lock, a limitation also present in the detuning case. In the present example, this limits the steering angle to 30 degrees, a certainly more acceptable limit.

As an example of this enhanced beam-steering scheme, we compute the response of the array of the previous example, but this time we gradually increase the injection-signal phase difference by convolving the step function with a temporal Gaussian. By virtue of the linearity of the p dependence of the equation, we may obtain the corresponding phase response by convolving the step response with the same Gaussian. Since the solution is a residue series, each term has simple exponential time dependence so the convolution can be carried out analytically term by term as described in detail in Ref. [39].

Let the Gaussian be,

$$
\begin{equation*}
g(\tau)=e^{-(\tau-6)^{2} / 100} \tag{3.4-9}
\end{equation*}
$$

Then, setting $p_{2}$ equal to $2 \pi$ radians and $p_{1}$ equal to $-2 \pi$ radians for a total phase difference of $4 \pi$ radians, the expected steady-state beam-steering angle of a half wavelength spaced array will be 10.48 deg. The steady-state interoscillator phase difference is 0.628 radians, for which the sine functions are approximated by their argument with about 7-percent accuracy. However, there are times during the transient at which this difference becomes as large as 0.878 radians near the array ends. At these times, the sine functions are approximated with only 14-percent accuracy. Thus, the actual inter-oscillator phase difference will be somewhat larger. The phase behavior for these parameters and unit amplitude injection as predicted by the continuum model is shown in Fig. 3-9, and the corresponding far zone beam is shown in Fig. 3-10.

We have shown the utility of the continuum model in analyzing the transient behavior of linear arrays of mutually injection locked oscillators with external
injection. Beam-steering of linear phased arrays of radiating elements can be achieved by externally injecting the end oscillators of the array and varying the relative phase if the injection signals as suggested by Stephan [1]. In order to achieve significant beam-steering angles via this approach, it is necessary to apply the phase shift to the injection signals gradually so as to avoid excessive inter-oscillator phase differences resulting in loss of lock. Here, as in the detuning approach, the steering angle range may be extended via frequency multiplication.


Fig. 3-9. Phase dynamics for gradually changing injection phase.


Fig. 3-10. Far-zone radiated field of a 21 -element half-wavelength-spaced phased array excited by the oscillators of Fig. 3-9.

### 3.5 Conclusion

In this chapter, the continuum model was shown to provide considerable physical insight into the general behavior of one-dimensional coupled oscillator arrays. It highlights the fact that the phase behavior is governed by the diffusion equation, and as a consequence, the transient response time is proportional to the square of the array length. In the next chapter we extend the continuum model to planar arrays. This broadens the nearest neighbor coupling concept to a wider range of topologies. That is, in the planar case we can envision not only the Cartesian scheme discussed in Chapter 2, in which each oscillator is coupled to its four nearest neighbours, but also hexagonal and triangular schemes in which each oscillator is coupled to three or six nearest neighbours, respectively. By means of the continuum model, we will see that these coupling topologies produce similar phase behavior but result in differing response times for the arrays.

## Chapter 4 <br> The Continuum Model for Planar Arrays

As described in Section 2.6, coupled oscillator arrays can be constructed in a planar geometry in which each oscillator is coupled to more than the two nearest neighbors of the linear array case. In that section a Cartesian coupling topology is described in which each oscillator is coupled to four nearest neighbors, and the array boundary is rectangular. In such an arrangement, the phase distributions suitable for beam-steering are obtainable either by detuning the edge oscillators [42] or by injecting them with external signals with adjustable phase [43]. Both of these approaches are treatable via the continuum model. Further generalizing the planar arrangement, one may use alternative coupling topologies such as the triangular lattice in which each oscillator is coupled to six nearest neighbors and the array boundary is triangular or the hexagonal lattice in which each oscillator is coupled to three nearest neighbors and the array boundary is again triangular [44] [45]. As will be shown in this chapter, these coupling topologies are also treatable using the continuum model.

### 4.1 Cartesian Coupling in the Continuum Model without External Injection

We begin with Eq. (2.6-3) for a $2 M+1$ by $2 N+1$ rectangular array with zero coupling phase replacing the discrete indices $i$ and $j$ with the continuous variables $x$ and $y$, respectively; and we expand the phase function in a twodimensional Taylor series retaining terms to second order. By this process, we obtain the two-dimensional analog of Eq. (3.1-3); that is,

$$
\begin{equation*}
\frac{d \varphi}{d \tau}=\left(\frac{\omega_{0}(x, y, \tau)-\omega_{r e f}}{\Delta \omega_{l o c k}}\right)+\frac{\partial^{2} \varphi}{\partial x^{2}}+\frac{\partial^{2} \varphi}{\partial y^{2}} \tag{4.1-1}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial^{2} \varphi}{\partial x^{2}}+\frac{\partial^{2} \varphi}{\partial y^{2}}-\frac{d \varphi}{d \tau}=-\Delta \Omega_{\text {tune }} \tag{4.1-2}
\end{equation*}
$$

subject to Neumann boundary conditions at the array edges. (These boundary conditions may be ascertained via the fictitious additional oscillator artifice described in Section 3.1.) Averaging Eq. (4.1-2) over the two dimensional array and using the boundary conditions as in Eqs. (3.1-9) to (3.1-13), it can be shown that the ensemble frequency of the array is the average of the tuning (free running) frequencies of the oscillators.

Laplace transformation of Eq. (4.1-2) with respect to the scaled time, $\tau$, results in,

$$
\begin{equation*}
\frac{\partial^{2} \tilde{\varphi}}{\partial x^{2}}+\frac{\partial^{2} \tilde{\varphi}}{\partial y^{2}}-s \tilde{\varphi}=-\Delta \tilde{\Omega}_{t u n e} \tag{4.1-3}
\end{equation*}
$$

where the tilde denotes the transformed function. As in the one-dimensional case, this equation can be solved by postulating a solution as a sum of eigenfunctions of the two-dimensional differential operator, the Laplacian operator, and solving for the coefficients of this expansion. As indicated in [42], the eigenfunctions are,

$$
\begin{align*}
& f_{e e, m n}=\frac{1}{N_{e e, m n}} \cosh \left(\sqrt{s_{m}} x\right) \cosh \left(\sqrt{s_{n}} y\right) \\
& f_{o o, k \ell}=\frac{1}{N_{o o, k \ell}} \sinh \left(\sqrt{s_{k}} x\right) \sinh \left(\sqrt{s_{\ell}} y\right) \\
& f_{e o, m \ell}=\frac{1}{N_{e e, m \ell}} \cosh \left(\sqrt{s_{m}} x\right) \sinh \left(\sqrt{s_{\ell}} y\right)  \tag{4.1-4}\\
& f_{o e, k n}=\frac{1}{N_{o o, k n}} \sinh \left(\sqrt{s_{k}} x\right) \cosh \left(\sqrt{s_{n}} y\right)
\end{align*}
$$

where the eigenvalues are,

$$
\begin{array}{ll}
s_{k}=-\left(\frac{(2 k+1) \pi}{2 a+1}\right)^{2} & s_{m}=-\left(\frac{2 m \pi}{2 a+1}\right)^{2} \\
s_{\ell}=-\left(\frac{(2 \ell+1) \pi}{2 b+1}\right)^{2} & s_{n}=-\left(\frac{2 n \pi}{2 a+1}\right)^{2} \tag{4.1-5}
\end{array}
$$

and the normalization constants are,

$$
\begin{align*}
& N_{e e, m n}=\frac{1}{2} \sqrt{(2 a+1)(2 b+1) \eta_{m} \eta_{n}} \\
& N_{o o, k \ell}=\frac{1}{2} \sqrt{(2 a+1)(2 b+1)} \\
& N_{e e, m \ell}=\frac{1}{2} \sqrt{(2 a+1)(2 b+1) \eta_{m}}  \tag{4.1-6}\\
& N_{o o, k n}=\frac{1}{2} \sqrt{(2 a+1)(2 b+1) \eta_{n}}
\end{align*}
$$

where,

$$
\eta_{m}=\begin{array}{ll}
2 ; & m=0  \tag{4.1-7}\\
1 ; & m \neq 0
\end{array}
$$

The general solution procedure follows that used in the case of the linear array. That is, we postulate a two dimensional delta function source to obtain the Green's function as an expansion in the two dimensional eigenfunctions. Then, we integrate the product of this Green's function and the actual source function over the array to obtain the phase distribution as an expansion in the eigenfunctions. This solution is presented in Ref. [42].

The Green's function, $\tilde{g}\left(x, y, x^{\prime}, y^{\prime}, s\right)$, is a solution of,

$$
\begin{equation*}
\frac{\partial^{2} \tilde{g}}{\partial x^{2}}+\frac{\partial^{2} \tilde{g}}{\partial y^{2}}-s \tilde{\varphi}=-\delta\left(x-x^{\prime}\right) \delta\left(y-y^{\prime}\right) \tag{4.1-8}
\end{equation*}
$$

The solution of this equation expressed as a sum of eigenfunctions is,

$$
\begin{align*}
\tilde{g} & =\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{f_{e e, m n}\left(x^{\prime}, y^{\prime}\right) f_{e e, m n}(x, y)}{s_{m}+s_{n}-s} \\
& +\sum_{\ell=0}^{\infty} \sum_{k=0}^{\infty} \frac{f_{o o, k \ell}\left(x^{\prime}, y^{\prime}\right) f_{o o, k \ell}(x, y)}{s_{k}+s_{\ell}-s} \\
& +\sum_{\ell=0}^{\infty} \sum_{m=0}^{\infty} \frac{f_{e o, m \ell}\left(x^{\prime}, y^{\prime}\right) f_{e o, m \ell}(x, y)}{s_{m}+s_{\ell}-s}  \tag{4.1-9}\\
& +\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \frac{f_{o e, k n}\left(x^{\prime}, y^{\prime}\right) f_{e e, m n}(x, y)}{s_{k}+s_{n}-s}
\end{align*}
$$

This Green's function can then be multiplied by the detuning function, $\Delta \tilde{\Omega}_{\text {tune }}\left(x^{\prime}, y^{\prime}, s\right)$, and integrated over the array. The inverse Laplace transform is easily obtained as the sum of the residues at the poles as in the one dimensional case. Recall that the detuning of the oscillators required to produce a desired phase distribution across the array can be determined by merely substituting the desired phase distribution into Eq. (4.1-2). From the theory of uniformly spaced phased array antennas, the steady-state phase distribution necessary to produce a beam steered to spherical coordinate angles, $\theta_{0}, \varphi_{0}$, with the polar axis normal to the plane of the array, is

$$
\begin{equation*}
\varphi_{S S}(x, y)=\frac{\Omega_{x}}{2}(|x+a|-|x-a|)+\frac{\Omega_{y}}{2}(|y+b|-|y-b|) \tag{4.1-10}
\end{equation*}
$$

where,

$$
\begin{align*}
& \Omega_{x}=-2 \pi \frac{h}{\lambda} \sin \theta_{0} \cos \varphi_{0} \\
& \Omega_{y}=-2 \pi \frac{h}{\lambda} \sin \theta_{0} \sin \varphi_{0} \tag{4.1-11}
\end{align*}
$$

and $h$ is the element spacing while $\lambda$ is the wavelength. Substituting into Eq. (4.1-2) with the time derivative set to zero to obtain the steady-state result, we find that,

$$
\begin{equation*}
\Delta \Omega_{\text {tune }}=-\Omega_{x}[\delta(x+a)-\delta(x-a)]-\Omega_{y}[\delta(y+b)-\delta(y-b)] \tag{4.1-12}
\end{equation*}
$$

Thus, we discover that beam-steering requires detuning of only the edge oscillators and that the needed detuning is constant along each edge. This leads
us to seek dynamic solutions of Eq. (4.1-2) that result from a temporal step detuning of the edge oscillators that is constant along each edge. That is, we limit ourselves to detuning functions of the general form,

$$
\begin{align*}
\Delta \Omega_{\text {tune }}= & \Omega_{x 1} \delta(x+a) u(\tau)+\Omega_{x 2} \delta(x-a) u(\tau) \\
& +\Omega_{y 1} \delta(y+b) u(\tau)+\Omega_{y 2} \delta(y-b) u(\tau) \tag{4.1-13}
\end{align*}
$$

For step temporal dependence, the Laplace transform of the detuning is,

$$
\begin{align*}
\Delta \tilde{\Omega}_{\text {tune }}= & \frac{\Omega_{x 1}}{s} \delta(x+a)+\frac{\Omega_{x 2}}{s} \delta(x-a) \\
& +\frac{\Omega_{y 1}}{s} \delta(y+b)+\frac{\Omega_{y 2}}{s} \delta(y-b) \tag{4.1-14}
\end{align*}
$$

The presence of the delta functions facilitates integration of the product of the Green's function and the tuning function leading to the solution.

$$
\begin{align*}
& \varphi(x, y, \tau)=\left(\frac{\Omega_{x 1}+\Omega_{x 2}}{2 a+1}+\frac{\Omega_{y 1}+\Omega_{y 2}}{2 b+1}\right) \tau u(\tau) \\
& +\frac{1}{2 a+1} \sum_{p=1}^{\infty} \frac{\left(\Omega_{x 1}+(-1)^{p} \Omega_{x 2}\right) \cos \left(\frac{p \pi}{2 a+1}(x+a)\right)}{\left(\frac{p \pi}{2 a+1}\right)^{2}}\left(1-e^{-\left(\frac{p \pi}{2 a+1}\right)^{2} \tau}\right) u(\tau) \\
& +\frac{1}{2 a+1} \sum_{p=1}^{\infty} \frac{\left((-1)^{p} \Omega_{x 1}+\Omega_{x 2}\right) \cos \left(\frac{p \pi}{2 a+1}(x-a)\right)}{\left(\frac{p \pi}{2 a+1}\right)^{2}}\left(1-e^{\left.-\left(\frac{p \pi}{2 a+1}\right)^{2} \tau\right)} u(\tau)\right.  \tag{4.1-15}\\
& +\frac{1}{2 b+1} \sum_{p=1}^{\infty} \frac{\left(\Omega_{y 1}+(-1)^{p} \Omega_{y 2}\right) \cos \left(\frac{p \pi}{2 b+1}(x+b)\right)}{\left(\frac{p \pi}{2 b+1}\right)^{2}}\left(1-e^{\left.-\left(\frac{p \pi}{2 b+1}\right)^{2} \tau\right)}\right) u(\tau) \\
& +\frac{1}{2 b+1} \sum_{p=1}^{\infty} \frac{\left((-1)^{p} \Omega_{y 1}+\Omega_{y 2}\right) \cos \left(\frac{p \pi}{2 b+1}(x-b)\right)}{\left(\frac{p \pi}{2 b+1}\right)^{2}}\left(1-e^{\left.-\left(\frac{p \pi}{2 b+1}\right)^{2} \tau\right)} u(\tau)\right.
\end{align*}
$$

which is the solution for the special case of constant detuning along each edge of the array. In steady state, this reduces to Fourier series that can be summed in closed form resulting in,

$$
\begin{align*}
& \varphi(x, y, \tau)=\left(\frac{\Omega_{x 1}+\Omega_{x 2}}{2 a+1}+\frac{\Omega_{y 1}+\Omega_{y 2}}{2 b+1}\right) \tau \\
& +\left[\frac{\Omega_{x 1}+\Omega_{x 2}}{2}\right]\left[\frac{2 a+1}{6}+\frac{a^{2}+x^{2}}{2 a+1}-(|x+a|+|x-a|)\right] \\
& -\left[\frac{\Omega_{x 1}-\Omega_{x 2}}{2}\right][(|x+a|-|x-a|)]  \tag{4.1-16}\\
& +\left[\frac{\Omega_{y 1}+\Omega_{y 2}}{2}\right]\left[\frac{2 b+1}{6}+\frac{b^{2}+y^{2}}{2 b+1}-(|y+b|+|y-b|)\right] \\
& -\left[\frac{\Omega_{y 1}-\Omega_{y 2}}{2}\right][(|y+b|-|y-b|)]
\end{align*}
$$

which clearly shows that symmetric detuning gives rise to parabolic steadystate phase distributions whereas antisymmetric detuning results in linear steady-state phase distributions. In the antisymmetric case where $\Omega_{x 1}=-\Omega_{x 2}=-\Omega_{x}$ and $\Omega_{y 1}=-\Omega_{y 2}=-\Omega_{y}$, Eq. (4.1-16) reduces to Eq. (4.1-10).

The phase distribution as function of time for beam-steering to 10 deg of polar angle at -110 deg of azimuth as given by Eq. (4.1-15) is shown in Fig. 4-1. Note that during the transient, the phase distribution is not planar, but in steady state at infinite time it becomes planar. Figure 4-2 shows the beam peak and $3-\mathrm{dB}$ contour of the far-zone radiated field of a half-wavelength spaced array of isotropic radiating elements excited by this two-dimensional oscillator array during the transient period at intervals of 10 inverse locking ranges. Because the phase during the transient is not planar, the directivity of the antenna is decreased. Assuming no losses, the gain is equal to this directivity. The gain is plotted as a function of time in Fig. 4-3 and compared with the ideal gain were the phase planar. The gain reduction observed in steady state relative to the initial gain is characteristic of phased-array antennas and is commonly referred to as "projected aperture loss" due to scanning. This term derives from the fact that for large arrays this loss is quite accurately approximated by the cosine of the beam-steering angle from normal as if the effective aperture of the array is reduced by projection in the direction of the beam peak.

Finally, Fig. 4-4 shows the behavior of the far-zone beam as a sequence of step beam-steering detunings is applied.


Fig. 4-1. Aperture phase distributions versus time in a two-dimensional array (edge oscillators detuned for beam-steering). (Reprinted from [42] with permission, ©2001 IEEE.)


Fig. 4-2. Beam trajectory detuning during the beam-steering transient. (Reprinted from [42] with permission, ©2001 IEEE.)


Fig. 4-3. Peak gain dynamics during the beamsteering transient. (Reprinted from [42] with permission, ©2001 IEEE.)


Fig. 4-4. Sequential bream-steering. (Reprinted from [42] with permission, ©2001 IEEE.)

### 4.2 Cartesian Coupling in the Continuum Model with External Injection

If beam-steering of a planar array is to be accomplished through external injection as proposed by Stephan [1], the continuum model is based on the two dimensional generalization of equation Eq. (3.2-3); that is,

$$
\begin{align*}
\frac{\partial^{2} \varphi}{\partial x^{2}} & +\frac{\partial^{2} \varphi}{\partial y^{2}}-V(x, y) \varphi-\frac{d \varphi}{d \tau}=  \tag{4.2-1}\\
& -\Delta \Omega_{\text {tune }}(x, y, \tau)-V(x, y) \varphi_{i n j}(x, y, \tau)
\end{align*}
$$

Now, because none of the oscillators are to be detuned, $\Delta \Omega_{\text {tune }}=0$. Following Stephan [1], the perimeter oscillators are to be injection locked to external signals that are phase shifted with respect to one another to steer the beam. Thus, we choose the form,

$$
\begin{equation*}
V(x, y)=C P(x)+C Q(y) \tag{4.2-2}
\end{equation*}
$$

where

$$
\begin{equation*}
C=\frac{\Delta \omega_{i n j}}{\Delta \omega_{\text {lock }}} \tag{4.2-3}
\end{equation*}
$$

and

$$
\begin{align*}
& C P(x)=C_{x 1} \delta\left(x-x_{1}^{\prime}\right)+C_{x 2} \delta\left(x-x_{2}^{\prime}\right) \\
& C Q(y)=C_{x 1} \delta\left(y-y_{1}^{\prime}\right)+C_{y 2} \delta\left(y-y_{2}^{\prime}\right) \tag{4.2-4}
\end{align*}
$$

so that Eq. (4.2-1) becomes,

$$
\begin{align*}
\frac{\partial^{2} \varphi}{\partial x^{2}} & +\frac{\partial^{2} \varphi}{\partial y^{2}}-C P(x) \varphi-C Q(y) \varphi-\frac{d \varphi}{d \tau}=  \tag{4.2-5}\\
& -C P(x) \varphi_{i n j, x}(x, y, \tau)-C Q(y) \varphi_{i n j, y}(x, y, \tau)
\end{align*}
$$

where for notational convenience, we have separated the injection phases associated with the $P(x)$ and $Q(x)$ distributions of injection signals into the two functions, $\varphi_{i n j, x}$ and $\varphi_{i n j, y}$. Laplace transformation gives,

$$
\begin{align*}
\frac{\partial^{2} \tilde{\varphi}}{\partial x^{2}} & +\frac{\partial^{2} \tilde{\varphi}}{\partial y^{2}}-C P(x) \tilde{\varphi}-C Q(y) \tilde{\varphi}-s \tilde{\varphi}=  \tag{4.2-6}\\
& -C P(x) \tilde{\varphi}_{i n j, x}(x, y, s)-C Q(y) \tilde{\varphi}_{i n j, y}(x, y, s)
\end{align*}
$$

Following [43], we now determine the eigenfunctions of the differential operator,

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}-C P(x)-C Q(y) \tag{4.2-7}
\end{equation*}
$$

subject to the Neumann boundary conditions at the array edges. Let the eigenfunctions be products of an $x$ dependence and a $y$ dependence; that is, $X\left(x, s_{x}\right) Y\left(y, s_{y}\right)$ so that by separation of variables we have,

$$
\begin{align*}
& X^{\prime \prime}-C P X-s_{x} X=0 \\
& Y^{\prime \prime}-C Q Y-s_{y} Y=0 \tag{4.2-8}
\end{align*}
$$

where the double primes indicate the second spatial derivative. Using Eq. (4.2-4), we obtain,

$$
\begin{align*}
& X^{\prime \prime}-\Omega_{x 1} \delta\left(x-x_{1}^{\prime}\right) X-\Omega_{x 2} \delta\left(x-x_{2}^{\prime}\right) X-s_{x} X=0 \\
& Y^{\prime \prime}-\Omega_{y 1} \delta\left(y-y_{1}^{\prime}\right) Y-\Omega_{y 2} \delta\left(y-y_{2}^{\prime}\right) Y-s_{y} Y=0 \tag{4.2-9}
\end{align*}
$$

First, consider the $x$ dependent part. As in [43] the $x$ region is divided into three parts, and a solution is postulated in each of these ranges of $x$. That is,

$$
\begin{align*}
& X=A_{1} \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}+x\right)\right] \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}-x_{1}^{\prime}\right)\right] \\
&+A_{2} \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}+x\right)\right] \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}-x_{2}^{\prime}\right)\right]  \tag{4.2-10}\\
& \text { for }-a-\frac{1}{2} \leq x \leq x_{1}^{\prime} \\
& X=A_{1} \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}-x\right)\right] \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}+x_{1}^{\prime}\right)\right] \\
&+A_{2} \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}+x\right)\right] \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}-x_{2}^{\prime}\right)\right] \tag{4.2-11}
\end{align*}
$$

for $\quad x_{2}^{\prime} \leq x \leq x_{1}^{\prime}$

$$
\begin{align*}
& X=A_{1} \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}-x\right)\right] \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}+x_{1}^{\prime}\right)\right] \\
& \quad+A_{2} \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}-x\right)\right] \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}+x_{2}^{\prime}\right)\right]  \tag{4.2-12}\\
& \text { for } \quad x_{2}^{\prime} \leq x \leq a+\frac{1}{2}
\end{align*}
$$

This postulated solution satisfies the Neumann conditions at the array edges. The constants, $A_{1}$ and $A_{2}$ and the eigenvalues $S_{x}$, are determined by imposing the slope discontinuities across the injection points, $x_{1}^{\prime}$ and $x_{2}^{\prime}$. That is,

$$
\begin{align*}
& \left.X^{\prime}\right|_{x_{1}^{\prime-}} ^{x_{1}^{\prime+}}=C_{x 1} X\left(x_{1}^{\prime}\right) \\
& \left.X^{\prime}\right|_{x_{2}^{\prime-}} ^{x_{2}^{\prime+}}=C_{x 2} X\left(x_{2}^{\prime}\right) \tag{4.2-13}
\end{align*}
$$

These conditions lead to two homogeneous linear equations for $A_{1}$ and $A_{2}$ which may be written in the form,

$$
\left[\begin{array}{ll}
M_{11} & M_{12}  \tag{4.2-14}\\
M_{21} & M_{22}
\end{array}\right]\left[\begin{array}{l}
A_{1} \\
A_{2}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

in which,

$$
\begin{align*}
M_{11} & =\sqrt{s_{x}} \sinh \left[\sqrt{s_{x}}(2 a+1)\right] \\
& +C_{x 1} \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}+x_{1}^{\prime}\right)\right] \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}-x_{1}^{\prime}\right)\right]  \tag{4.2-15}\\
M_{12}= & C_{x 1} \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}+x_{1}^{\prime}\right)\right] \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}-x_{2}^{\prime}\right)\right]  \tag{4.2-16}\\
M_{21}= & C_{x 2} \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}+x_{1}^{\prime}\right)\right] \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}-x_{2}^{\prime}\right)\right]  \tag{4.2-17}\\
M_{22}= & \sqrt{s_{x}} \sinh \left[\sqrt{s_{x}}(2 a+1)\right] \\
& +C_{x 2} \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}+x_{2}^{\prime}\right)\right] \cosh \left[\sqrt{s_{x}}\left(a+\frac{1}{2}-x_{2}^{\prime}\right)\right] \tag{4.2-18}
\end{align*}
$$

Setting the determinant of the two-by-two matrix in Eq. (4.2-14) equal to zero to permit a nontrivial solution for the $A$ 's provides a transcendental equation for the eigenvalues, $s_{x}$. The eigenvalues all lie on the negative real axis of the $s$ plane and can thus be easily computed numerically by any one-dimensional root finding method, such as the Newton-Raphson method. [46] For each value of $s_{x}$ for which the determinant is zero, $s_{m}$, we have either that,

$$
\begin{align*}
& A_{1}=M_{12}  \tag{4.2-19}\\
& A_{2}=-M_{22}
\end{align*}
$$

or that,

$$
\begin{align*}
& A_{1}=-M_{11} \\
& A_{2}=M_{21} \tag{4.2-20}
\end{align*}
$$

These two possible solutions are, in fact, the same to within a multiplicative constant but this constant has no effect once the eigenfunctions are normalized. Thus, either Eq. $(4.2-19)$ or $(4.2-20)$ may be used and the ultimate result will be the same. Normalization of the eigenfunctions is, of course, accomplished by integrating their square over the range of $x$; that is, from $-(2 a+1) / 2$ to $(2 a+1) / 2$. This integration can be carried out giving a rather complicated but nevertheless closed-form result for the eigenfunction, $X\left(x, s_{m}\right)$.

Proceeding in the same manner one may obtain a corresponding closed form expression for $Y\left(y, s_{n}\right)$ and the Green's function, $\widetilde{g}$, that satisfies,

$$
\begin{array}{r}
\frac{\partial^{2} \tilde{g}}{\partial x^{2}}+\frac{\partial^{2} \tilde{g}}{\partial y^{2}}-\left[C_{x 1} \delta\left(x-x_{1}^{\prime}\right)+C_{x 2} \delta\left(x-x_{2}^{\prime}\right)\right] \tilde{g} \\
-\left[C_{y 1} \delta\left(y-y_{1}^{\prime}\right)+C_{y 2} \delta\left(y-y_{2}^{\prime}\right)\right] \tilde{g}  \tag{4.2-21}\\
-s \tilde{g}=-\frac{1}{s} \delta\left(x-x^{\prime}\right) \delta\left(y-y^{\prime}\right)
\end{array}
$$

may then be expressed in the form,

$$
\begin{equation*}
\tilde{g}=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{X\left(x^{\prime}, s_{m}\right) Y\left(y^{\prime}, s_{n}\right) X\left(x, s_{m}\right) Y\left(y, s_{n}\right)}{s\left(s-s_{m}+s_{n}\right)} \tag{4.2-22}
\end{equation*}
$$

Now the solution to Eq. (4.2-6) is,

$$
\begin{align*}
& \tilde{\varphi}(x, y, s)=-\int_{-b-\frac{1}{2}}^{b+\frac{1}{2}} \int_{-a-\frac{1}{2}}^{a+\frac{1}{2}} \tilde{g}\left(x^{\prime}, y^{\prime}, x, y, s\right)  \tag{4.2-23}\\
& \quad\left[P\left(x^{\prime}\right) \tilde{\varphi}_{i n j, x}\left(x^{\prime}, y^{\prime}, s\right)+Q\left(y^{\prime}\right) \tilde{\varphi}_{i n j, y}\left(x^{\prime}, y^{\prime}, s\right)\right] d x^{\prime} d y^{\prime}
\end{align*}
$$

where $P$ and $Q$ are given by Eq. (4.2-4). The presence of the Dirac delta functions in Eq. (4.2-4) facilitates the integration. Let,

$$
\begin{equation*}
\tilde{\varphi}_{i n j}(x, y, s)=\frac{1}{s} \tag{4.2-24}
\end{equation*}
$$

so that the injection phase time dependence is a step function. The inverse Laplace transform is then computable as a sum of the residues, $R_{m n}(x, y)$, at the poles in Eq. (4.2-22) where $s=s_{m}+s_{n}$. Thus, the solution takes the form,

$$
\begin{equation*}
\varphi(x, y, \tau)=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} R_{m n}(x, y)\left[1-e^{\left(s_{m}+s_{n}\right) \tau}\right] u(\tau) \tag{4.2-25}
\end{equation*}
$$

Note that while there is a pole at $s=0$, its residue is zero so Eq. (4.2-22) does not have a double pole at $s=0$ and the inverse Laplace transform does not have a term linear in time. Therefore, there is no frequency shift as there was in the case of perimeter detuning. Because there is no detuning, the ensemble frequency of the array does not change. The injection frequencies are all equal to this ensemble frequency so all oscillation remains at this same frequency. Were the injection frequency different from the ensemble frequency, the steady-state oscillation frequency would be equal to the injection frequency and a term linear in time would appear in the solution.

The desired steady-state solution (for infinite time) is a planar phase distribution. We can determine the injection phases needed to produce that steady state directly from Eq. (4.2-5). Let us use uniform-strength injection signals so that,

$$
\begin{equation*}
C_{x 2}=C_{x 1}=C_{y 2}=C_{y 1}=C_{i n j} \tag{4.2-26}
\end{equation*}
$$

At infinite time, Eq. (4.2-5) becomes,

$$
\begin{align*}
\frac{\partial^{2} \varphi_{S S}}{\partial x^{2}}+\frac{\partial^{2} \varphi_{S S}}{\partial y^{2}} & =\left[C_{x 1} \delta\left(x-x_{1}^{\prime}\right)+C_{x 2} \delta\left(x-x_{2}^{\prime}\right)\right]\left(\varphi_{i n j}-\varphi_{s s}\right)  \tag{4.2-27}\\
+ & {\left[C_{y 1} \delta\left(y-y_{1}^{\prime}\right)+C_{y 2} \delta\left(y-y_{2}^{\prime}\right)\right]\left(\varphi_{i n j}-\varphi_{s s}\right) }
\end{align*}
$$

The right side of this equation is zero except on the extended perimeter of a rectangle defined by,

$$
\begin{equation*}
\left(x-x_{1}^{\prime}\right)\left(x-x_{2}^{\prime}\right)\left(y-y_{1}^{\prime}\right)\left(y-y_{2}^{\prime}\right)=0 \tag{4.2-28}
\end{equation*}
$$

Thus, the left side must also be zero except on these four lines. The solution we seek is linear in $x$ and $y$, and will have slope discontinuities on the rectangle defined by Eq. (4.2-28). The slope of the phase surface will be set by the desired beam direction as in Eq. (4.1-11). Thus,

$$
\begin{equation*}
\varphi_{s s}(x, y)=\frac{\Omega_{x}}{2}\left(\left|x-x_{1}^{\prime}\right|-\left|x-x_{2}^{\prime}\right|\right)+\frac{\Omega_{y}}{2}\left(\left|y-y_{1}^{\prime}\right|-\left|y-y_{2}^{\prime}\right|\right) \tag{4.2-29}
\end{equation*}
$$

Substituting Eq. (4.2-29) into Eq. (4.2-27), we obtain,

$$
\begin{align*}
& \varphi_{i n j, x}(x, y)\left[C_{x 1} \delta\left(x-x_{1}^{\prime}\right)+C_{x 2} \delta\left(x-x_{2}^{\prime}\right)\right] \\
& \quad+\varphi_{i n j, y}(x, y)\left[C_{y 1} \delta\left(y-y_{1}^{\prime}\right)+C_{y 2} \delta\left(y-y_{2}^{\prime}\right)\right]= \\
& {\left[-\Omega_{x}-C_{x 1} \frac{\Omega_{x}}{2}\left|x_{2}^{\prime}-x_{1}^{\prime}\right|+C_{x 1} \frac{\Omega_{y}}{2}\left(\left|y-y_{1}^{\prime}\right|-\left|y-y_{2}^{\prime}\right|\right)\right] \delta\left(x-x_{1}^{\prime}\right)+} \\
& {\left[\Omega_{x}+C_{x 2} \frac{\Omega_{x}}{2}\left|x_{2}^{\prime}-x_{1}^{\prime}\right|+C_{x 2} \frac{\Omega_{y}}{2}\left(\left|y-y_{1}^{\prime}\right|-\left|y-y_{2}^{\prime}\right|\right)\right] \delta\left(x-x_{2}^{\prime}\right)+}  \tag{4.2-30}\\
& {\left[-\Omega_{y}-C_{y 1} \frac{\Omega_{y}}{2}\left|y_{2}^{\prime}-y_{1}^{\prime}\right|+C_{y 1} \frac{\Omega_{x}}{2}\left(\left|x-x_{1}^{\prime}\right|-\left|x-x_{2}^{\prime}\right|\right)\right] \delta\left(y-y_{1}^{\prime}\right)+} \\
& {\left[\Omega_{y}+C_{y 2} \frac{\Omega_{y}}{2}\left|y_{2}^{\prime}-y_{1}^{\prime}\right|+C_{y 2} \frac{\Omega_{x}}{2}\left(\left|x-x_{1}^{\prime}\right|-\left|x-x_{2}^{\prime}\right|\right)\right] \delta\left(y-y_{2}^{\prime}\right)}
\end{align*}
$$

so that the required injection phases may be written,

$$
\begin{align*}
\varphi_{i n j, x}(x, y) & =\frac{\Omega_{x}}{2}\left[\left(\left|x-x_{1}^{\prime}\right|-\left|x-x_{2}^{\prime}\right|\right)\right. \\
+ & \left.\frac{2}{C_{x 1}} \frac{\left(x-x_{2}^{\prime}\right)}{\left|x_{1}^{\prime}-x_{2}^{\prime}\right|}+\frac{2}{C_{x 2}} \frac{\left(x-x_{1}^{\prime}\right)}{\left|x_{1}^{\prime}-x_{2}^{\prime}\right|}\right]  \tag{4.2-31}\\
\varphi_{i n j, y}(x, y) & =\frac{\Omega_{y}}{2}\left[\left(\left|y-y_{1}^{\prime}\right|-\left|y-y_{2}^{\prime}\right|\right)\right. \\
+ & \left.\frac{2}{C_{y 1}} \frac{\left(y-y_{2}^{\prime}\right)}{\left|y_{1}^{\prime}-y_{2}^{\prime}\right|}+\frac{2}{C_{y 2}} \frac{\left(y-y_{1}^{\prime}\right)}{\left|y_{1}^{\prime}-y_{2}^{\prime}\right|}\right] \tag{4.2-32}
\end{align*}
$$

For these injection phases, at late times, Eq. (4.2-25) is very slowly converging. However, we may remedy this as follows. If the Fourier series for the steadystate solution Eq. (4.2-29) is subtracted from the solution Eq. (4.2-25), the resulting series converges rapidly for late times. Then to obtain the complete late time solution one merely adds the steady-state solution Eq. (4.2-29) to this rapidly converging series. This solution conveniently complements the form given by Eq. (4.2-25) that converges rapidly for early times. (Convergence
acceleration of this sort may also be applied in steering via detuning and in the one-dimensional cases treated in Chapter 3 if desired.)

If $C_{i n j}$ is large (strong injection), the last two terms in each of Eqs. (4.2-31) and (4.2-32) are negligible, and the injection phase equals the desired steadystate phase at the injection points as in the one-dimensional case. This strong injection assumption was implicit in the analyses presented in Refs. [39] and [43] because the small terms were neglected in accelerating the series, but this fact was not explicitly noted.

As an example, the solution given by Eq. (4.2-25) was computed for a 21-by-21 element array with injection signals of strength parameter $C$ equal to 0.7 on the perimeter phased to steer the beam 10 deg from normal at -110 deg of azimuth. This requires that we apply the phase shift gradually as discussed in Section 3.4. We choose to do this linearly over an interval of 50 inverse locking ranges, after which the injection phases become constant. The solution for linear-injection phase can be obtained from that for constant-injection phase by integration with respect to time or division by $s$ in the Laplace domain. The phase distributions across the array at four instants of time are shown in Fig. 4-5. Figure. 4-6 shows the corresponding trajectory of the beam peak and $3-\mathrm{dB}$ contour during the beam-steering transient at intervals of 10 inverse locking ranges. Here again, as shown in Fig. 4-7, because of the phase aberration (deviation from planarity) across the aperture during the transient, the directivity of the antenna decreases, but this loss is recovered in steady state when the phase distribution again becomes planar. The so-called "projected aperture loss" discussed in Section 4.1 is also clearly visible. Finally, Fig. 4-8 shows the result of applying a sequence of injection phases resulting in sequential beam-steering to several angles.

### 4.3 Non-Cartesian Coupling Topologies

The planar arrays presented so far have made use of a Cartesian coupling topology in which oscillators on a Cartesian lattice were coupled to four nearest neighbors. However, this is by no means the only coupling topology leading to planar arrays that admit beam-steering. In this section we treat, via the continuum formulation, two other possible topologies, triangular (Fig. 4-9) and hexagonal (Fig. 4-10).

In the triangular case, shown in Fig. 4-9, the unit cells are hexagons and each interior oscillator is coupled to six nearest neighbors. [44] The oscillators are identified with pairs of integer values of the coordinates $p$ and $q$ ranging from 1 to $N$.


Fig. 4-5. Aperture phase distributions versus time (edge oscillators injection locked for beam-steering). (Reprinted from [43] with permission, ©2001 IEEE.)


Fig. 4-6. Beam trajectory during the beamsteering transient. (Reprinted from [43] with permission, ©2001 IEEE.)


Fig. 4-7. Peak gain dynamics during the beam-steering transient for various injection strengths. (Reprinted from [43] with permission, ©2001 IEEE.)


Fig. 4-8. Sequential bream-steering ( $\tau$ varies from 0 to 400 in increments of 10). (Reprinted from [43] with permission, ©2001 IEEE.)

Using these coordinates, the discrete model yields the system of differential equations,

$$
\begin{align*}
\frac{\partial \varphi_{p q}}{\partial t}= & \omega_{\text {tune }, p q}-\omega_{r e f} \\
-\Delta \omega_{l o c k} & {\left[\sin \left(\varphi_{p q}-\varphi_{p-1, q}\right)+\sin \left(\varphi_{p q}-\varphi_{p+1, q}\right)\right.}  \tag{4.3-1}\\
& +\sin \left(\varphi_{p q}-\varphi_{p+1, q-1}\right)+\sin \left(\varphi_{p q}-\varphi_{p, q-1}\right) \\
& \left.+\sin \left(\varphi_{p q}-\varphi_{p, q+1}\right)+\sin \left(\varphi_{p q}-\varphi_{p-1, q+1}\right)\right]
\end{align*}
$$



Fig. 4-9. Oscillators coupled on an equilateral triangular lattice. (Reprinted with permission from [44], ©2004 IEEE.)


Fig. 4-10. Oscillators coupled on a hexagonal lattice. (Reprinted with permission from [44], ©2004 IEEE.)
where we have assumed that the coupling phases are multiples of $2 \pi$. We remark that this system of nonlinear equations can be solved numerically to yield the full nonlinear solution for the dynamic behavior of the phase distribution. However, as mentioned earlier, the analytic solution of the linearized formulation provides more insight. Linearizing and expanding in Taylor series to second order leads to,

$$
\begin{equation*}
2\left(\frac{\partial^{2} \varphi}{\partial p^{2}}+\frac{\partial^{2} \varphi}{\partial p \partial q}+\frac{\partial^{2} \varphi}{\partial q^{2}}\right)-\frac{\partial \varphi}{\partial \tau}=-\Delta \Omega_{\text {tune }}(p, q) \tag{4.3-2}
\end{equation*}
$$

where, as before, $\quad \tau=\Delta \omega_{\text {lock }} t \quad$ and $\quad \Delta \Omega_{\text {tune }}=\left(\omega_{\text {tune }}-\omega_{\text {ref }}\right) / \Delta \omega_{\text {lock }}$. Transforming to Cartesian coordinates, $x$ and $y$, we arrive at,

$$
\begin{equation*}
\left(\frac{\partial^{2} \varphi}{\partial x^{2}}+\frac{\partial^{2} \varphi}{\partial y^{2}}\right)-\frac{\partial \varphi}{\partial T_{t r i}}=-\frac{1}{\sqrt{3}} \Delta \Omega_{\text {tune }} \tag{4.3-3}
\end{equation*}
$$

and $T_{t r i}=(3 / 2) \tau$. This equation is very much like Eq. (4.1-2) for the Cartesian case except for the scaling of the time and the detuning.

In the hexagonal case, shown in Fig. 4-10, the unit cells ar triangular and each interior oscillator is coupled to three nearest neighbors [44]. Following a procedure analogous to that presented above for the triangular case leads to,

$$
\begin{equation*}
\left(\frac{\partial^{2} \varphi}{\partial x^{2}}+\frac{\partial^{2} \varphi}{\partial y^{2}}\right)-\frac{\partial \varphi}{\partial T_{\text {hex }}}=-\sqrt{3} \Delta \Omega_{\text {tune }} \tag{4.3-4}
\end{equation*}
$$

and $T_{\text {hex }}=\tau / 4$. Again, this equation is very much like Eq. (4.1-2) for the Cartesian case except for the scaling of the time and the detuning.

Finite arrays using the triangular and hexagonal coupling schemes may be constructed with equilateral triangular boundaries, and the boundary conditions on the phase will again be of the Neumann type. Just as was the case for rectangular arrays, if the oscillators on the triangular boundary are detuned, the steady-state interior phases are governed by Laplace's equation, and planar distributions are an obtainable special case. The desired steady-state solution to produce a beam steered to spherical coordinate angles, $\left(\theta_{0}, \varphi_{0}\right)$, is,

$$
\begin{equation*}
\varphi(x, y, \infty)=-\frac{2 \pi d}{\lambda}\left[\left(x-\frac{N}{\sqrt{3}}\right) \sin \theta_{0} \cos \varphi_{0}+y \sin \theta_{0} \sin \varphi_{0}\right] \tag{4.3-5}
\end{equation*}
$$

where $d$ is the separation of the radiating elements in the $y$ coordinate for fixed $x$, and $\lambda$ is the wavelength. Substituting this desired steady-state phase distribution, Eq. (4.3-5), into the partial differential equations, Eqs. (4.3-3) and (4.3-4), gives the required detuning of the perimeter oscillators.

$$
\begin{align*}
& \left.\Delta \Omega_{\text {tune }}\right|_{x=y \sqrt{3}}=-\frac{2 \pi d}{\alpha \lambda} \sin \theta_{0} \cos \left(\varphi_{0}-\frac{2 \pi}{3}\right) \\
& \left.\Delta \Omega_{\text {tune }}\right|_{x=-y \sqrt{3}}=-\frac{2 \pi d}{\alpha \lambda} \sin \theta_{0} \cos \left(\varphi_{0}+\frac{2 \pi}{3}\right)  \tag{4.3-6}\\
& \left.\Delta \Omega_{\text {tune }}\right|_{x=A \sqrt{3} / 2}=-\frac{2 \pi d}{\alpha \lambda} \sin \theta_{0} \cos \left(\varphi_{0}\right)
\end{align*}
$$

where $A$ is the length of a side of the array, $N d$, and $\alpha$ is $1 / \sqrt{3}$ for the triangular coupling and $\sqrt{3}$ for hexagonal coupling. Note that the sum of these detunings is zero for all steering angles so that the ensemble frequency of the array is unchanged.

At this point we note for later reference that it is possible to obtain the needed tuning for a given planar steady-state phase distribution from the full nonlinear formulation Eq. (4.3-1). Inserting the desired phase Eq. (4.3-5) into Eq. (4.3-1) and evaluating on the boundary of the triangle we obtain,

$$
\begin{align*}
\left.\Delta \Omega_{\text {tune }}\right|_{x=y \sqrt{3}}= & \frac{1}{\sqrt{3}} \sin \left[\frac{2 \pi d}{\alpha \lambda} \sin \theta_{0} \cos \left(\varphi_{0}+\frac{\pi}{6}\right)\right] \\
& +\frac{1}{\sqrt{3}} \sin \left[\frac{2 \pi d}{\alpha \lambda} \sin \theta_{0} \cos \left(\varphi_{0}+\frac{\pi}{2}\right)\right] \\
\left.\Delta \Omega_{\text {tune }}\right|_{x=-y \sqrt{3}} & =\frac{1}{\sqrt{3}} \sin \left[\frac{2 \pi d}{\alpha \lambda} \sin \theta_{0} \cos \left(\varphi_{0}-\frac{\pi}{6}\right)\right] \\
& +\frac{1}{\sqrt{3}} \sin \left[\frac{2 \pi d}{\alpha \lambda} \sin \theta_{0} \cos \left(\varphi_{0}-\frac{\pi}{2}\right)\right]  \tag{4.3-7}\\
\left.\Delta \Omega_{\text {tune }}\right|_{x=A \sqrt{3} / 2} & =\frac{1}{\sqrt{3}} \sin \left[\frac{2 \pi d}{\alpha \lambda} \sin \theta_{0} \cos \left(\varphi_{0}-\frac{5 \pi}{6}\right)\right] \\
& +\frac{1}{\sqrt{3}} \sin \left[\frac{2 \pi d}{\alpha \lambda} \sin \theta_{0} \cos \left(\varphi_{0}+\frac{5 \pi}{6}\right)\right]
\end{align*}
$$

which reduces to Eq. (4.3-6) for small $\theta_{0}$;. that is, for small inter-oscillator phase differences when the linearization is accurate. Note that the sum of these detunings is exactly zero regardless of steering angle.

We propose that the solutions of the partial differential equations, Eq. (4.3-3) and Eq. (4.3-4), be obtained as series of the eigenfunctions of the differential operators subject to Neumann boundary conditions on the triangular boundary of the arrays. These eigenfunctions have been studied in the context of waveguides of triangular cross section and are thus well known. They are expressed as sums of three products of two of the trigonometric functions, sine and cosine. These eigenfunctions and their useful properties are summarized in the appendix of Ref. [44].

We wish to solve,

$$
\begin{equation*}
\left(\frac{\partial^{2} \varphi}{\partial x^{2}}+\frac{\partial^{2} \varphi}{\partial y^{2}}\right)-\frac{\partial \varphi}{\partial T}=-\alpha \Delta \Omega_{t u n e} \tag{4.3-8}
\end{equation*}
$$

with the detuning function given by Eq. (4.3-6), and we will assume that the detuning is a step function in time. Laplace transformation of Eq. (4.3-8) gives,

$$
\begin{equation*}
\left(\frac{\partial^{2} \tilde{\varphi}}{\partial x^{2}}+\frac{\partial^{2} \tilde{\varphi}}{\partial y^{2}}\right)-s \tilde{\varphi}=-\alpha \Delta \tilde{\Omega}_{\text {tune }}=-\frac{\alpha}{s} \Delta \Omega_{t u n e}(x, y) \tag{4.3-9}
\end{equation*}
$$

The solution will be of the form,

$$
\begin{equation*}
\varphi(x, y, \tau)=\sum_{m n} C_{m n} H_{m n}^{(i)}(x, y)\left(1-e^{-\sigma_{m n} T}\right) u(T) \tag{4.3-10}
\end{equation*}
$$

where the $H$ functions are the normalized eigenfunctions on the triangle with the superscript denoting even or odd symmetry of the function in $y$. Thus, the unknown coefficients may be found from the desired steady-state phase distribution, Eq. (4.3-5), by setting $T$ to infinity in Eq. (4.3-10) and setting the resulting sum equal to the steady-state solution. Then, the orthogonality of the eigenfunctions permits us to find the coefficients, $C_{m n}$. This procedure is completely equivalent to expressing the Green's function as a sum of the eigenfunctions and then integrating the product of the Green's function and the desired steady-state phase distribution as was done in the Cartesian case.

As was done in Ref. [44], we now provide a number of computed examples demonstrating the dynamic behavior obtained via the various formulations of the problem; that is, the nonlinear model, the linearized discrete model, and the continuum model for both the triangular and hexagonal coupling topologies.

We begin with triangular coupling with $\mathrm{N}=28$ resulting in a 435 -oscillator array. We completely preclude the appearance of grating lobes in the visible region by selecting the radiating element spacing, $d$, to be $\lambda / \sqrt{3}$. We note, however, that, because the maximum permissible phase difference between coupled oscillators is 90 deg , the element spacing can be as large as $\lambda \sqrt{3} / 2$ without the appearance of visible grating lobes. The array size, $A$, in the continuum model is taken to be $d \sqrt{(N+1)(N+2)}$ instead of $N d$ because that makes the array area equal to the sum of the unit cell areas, resulting in a more accurate directivity. Figure $4-11$ shows the aperture phase distribution for four instants of time computed using the continuum model with perimeter detuning given by Eq. (4.3-6) and unit step temporal dependence and steady-state beampointing angles $\left.\left.\theta_{0}, \varphi_{0}\right)=10 \mathrm{deg}, 45 \mathrm{deg}\right)$. Note the rather severe phase aberration at time equal to 10 inverse locking ranges. Figure $4-12$ shows the directivity (gain in the absence of loss) computed by pattern integration as a function of time during the beam-steering transient. The solid curve is the result of planar phase distribution, and "projected aperture loss" is again evident. In the left plot, the continuum result is compared with the full nonlinear solution obtained numerically, and in the right plot the numerical solution of the linearized discrete model is compared with the nonlinear solution. Note that the dip in gain at about 10 inverse locking ranges correlates with the severe aberration at that time in Fig. 4-11. The nonlinear solution used Eq. (4.3-7) while the linear ones used Eq. (4.3-6) as detuning. Because the angle from normal is only 10 deg , the error in the linear approximation of the sine functions is less than 6.5 percent, and the linearized and continuum results agree well with the full nonlinear result taken to be the correct behavior. Figure $4-13$ shows the trajectory of the beam peak and $3-\mathrm{dB}$ contour during the beam-steering transient as computed via the three formulations, and, as should be expected for this small steering angle, they agree very well.

Now, if the final beam angle is increased from 10 deg to 25 deg , the error in the linear approximation of the sine function is almost 49 percent, and the discrepancy between the linear and nonlinear results in Fig. 4-14 show the impact of this in that the gain error at the dip is about 2 dB , and the curves are slightly different in shape. However, there is still qualitative agreement between the linear and nonlinear results.


Fig. 4-11. Aperture phase distributions for triangular coupling with $\left(\theta_{0}, \varphi_{0}\right)=(10 \mathrm{deg}, 45 \mathrm{deg})$ for $\tau$ values of 1,10 , and 50 , plus steady state. (Reprinted with permission from [44], ©2004 IEEE.)


Fig. 4-12. Gain dynamics of gain plotted against percentage of $\boldsymbol{\tau}$ for triangular coupling with $\left(\theta_{0}, \varphi_{0}\right)=(10 \mathrm{deg}, 45 \mathrm{deg})$. (Reprinted with permission from [44] , ©2004 IEEE.)


Fig. 4-13. Beam dynamics for triangular coupling with $\left(\theta_{0}, \varphi_{0}\right)=(10 \mathrm{deg}, 45 \mathrm{deg})$. (Reprinted with permission from [44], ©2004 IEEE.)


Fig. 4-14. Gain dynamics for triangular coupling with $\left(\theta_{0}, \varphi_{0}\right)=(25 \mathrm{deg}, 45 \mathrm{deg})$. (Reprinted with permission from [44], ©2004 IEEE.)

Figure $4-15$ shows the trajectory of the beam peak and the $3-\mathrm{dB}$ contour during the beam-steering transient as computed using the three formulations and the agreement among them is good even though the accuracy of the linearization is questionable.


Fig. 4-15. Beam dynamics for triangular coupling with $\left(\theta_{0}, \varphi_{0}\right)=(25 \mathrm{deg}, 45 \mathrm{deg})$. ( $\tau$ varies from 0 to 600 in increments of 50.) (Reprinted with permission from [44], ©2004 IEEE.)

Consider now a hexagonally coupled array in which we again choose $d$ to be $\lambda / \sqrt{3}$. If we choose $N$ to be 28 , this hexagonally coupled array will have 784 oscillators. This makes the distance between the corner elements a bit less than in the triangular case for $N=28$. Choosing the array size, $A$, to be $N d$ here makes the array area equal to the sum of the unit cell areas as was done for the triangular coupling example. Assuming that the radiating elements are arranged as in Fig. 4-10, the separation between periodic lines of elements will be $\lambda / 2$, and there will be no grating lobes in the visible region. Here again, however, the spacing $d$ can be as large as $\lambda \sqrt{3} / 2$ and still not produce grating lobes because the phase differences must be less than 90 deg to maintain lock.

Figure 4-16 shows the aperture phase distribution at a sequence of times for steady-state beam-steering angles of $\left(\theta_{0}, \varphi_{0}\right)=(20 \mathrm{deg}, 45 \mathrm{deg})$. The behavior is very similar to that observed with triangular coupling except for the time scale of the response, which is considerably slower for the hexagonal coupling. Of course, one must remember that this array has many more oscillators than the triangular one. The temporal behavior of the gain of this array is shown in Fig. 4-17 as computed using the full nonlinear model, the linearized model, and the continuum model. Because for this steady-state beam-steering angle, the error in the linear approximation to the sine function is only about 9 percent, these results agree quite well. The dip in the gain at about 60 inverse locking ranges is consistent with the significant phase aberration seen at that time in Fig. 4-16. Finally the trajectories of the beam peak and $3-\mathrm{dB}$ contour as computed using the three formulations are shown in Fig. 4-18 for a steady-state beam position 20 deg from normal to the array. If this angle is increased to 30 deg , the approximation error increases to about 20 percent, and Fig. 4-19
shows the impact of this in terms of the discrepancies between the full nonlinear result taken to be correct and those of the two linearized theories. Finally Fig. 4-20 shows the corresponding beam trajectories.

As pointed out in [44], it might seem appropriate to correct the detuning needed for a given set of steady-state beam-steering angles as was done for triangular coupling in the manner of (4.3-7) but this is not very effective for reasons that will become clear as we discuss the true steady-state phase distribution for a hexagonally coupled array. [45] For one thing, there is a tendency to choose detunings that do not sum to zero thus producing quadratic phase distributions instead of planar ones. One may artificially impose a zero sum but the proper choice of detuning still lacks a firm theoretical basis.


Fig. 4-16. Aperture phase for hexagonal coupling with $\left(\theta_{0}, \varphi_{0}\right)=(20 \mathrm{deg}, 45 \mathrm{deg})$. (Reprinted with permission from [44], ©2004 IEEE.)


Fig. 4-17. Gain dynamics for hexagonal coupling with $\left(\theta_{0}, \varphi_{0}\right)=(20 \mathrm{deg}, 45 \mathrm{deg})$ (Reprinted with permission from [44], ©2004 IEEE.)


Fig. 4-18. Beam dynamics for hexagonal coupling with $\left(\theta_{0}, \varphi_{0}\right)=(20$ deg, 45 deg ) ( $\tau$ varies from 0 to 600 in increments of 50). ((Reprinted with permission from [44], ©2004 IEEE.)

To obtain the results shown in Figs. 4-19 and 4-20, a correction factor was applied to the three detunings of Eq. (4.3-6). The factor was derived at an azimuth angle of 30 deg because, as will be seen, it is only at 30 deg plus integral multiples of 60 deg that planar phase distributions are rigorous steadystate solutions for the phase distribution. For reference, this correction factor as given in Ref. [44] is,

$$
\begin{equation*}
\text { Correction Factor }=\frac{\sin \left[\frac{2 \pi d}{\alpha \lambda} \sin \theta_{0} \cos \left(\frac{\pi}{6}\right)\right]}{\frac{2 \pi d}{\alpha \lambda} \sin \theta_{0} \cos \left(\frac{\pi}{6}\right)} \tag{4.3-11}
\end{equation*}
$$

and this factor is multiplied by each of the edge detunings in Eq. (4.3-6), thus preserving the zero sum.


Fig. 4-19. Gain dynamics for hexagonal coupling with $\left(\theta_{0}, \varphi_{0}\right)=(30 \mathrm{deg}, 45 \mathrm{deg})$ (Reprinted with permission from [44], ©2004 IEEE.)


Fig. 4-20. Beam dynamics for hexagonal coupling with $\left(\theta_{0}, \varphi_{0}\right)=(30 \mathrm{deg}, 45 \mathrm{deg})$ (Reprinted with permission from [44], ©2004 IEEE.)

Now let us revisit in more detail the matter of the steady-state phase distribution in a hexagonally coupled array. We begin by formulating the full nonlinear set of differential equations for such an array. Following Pogorzelski [45], we write for each oscillator,

$$
\begin{align*}
& \frac{\partial \varphi_{x y}}{\partial t}=\omega_{\text {tune,xy }}-\omega_{r e f}-\Delta \omega_{\text {lock }} \\
& \times\left[\sin \left(\varphi_{x y}-\varphi_{x-\delta, y}\right)+\sin \left(\varphi_{x y}-\varphi_{x+\frac{\delta}{2}, y+\frac{\sqrt{3}}{2}}\right)+\sin \left(\varphi_{x y}-\varphi_{x+\frac{\delta}{2}, y-\frac{\sqrt{3}}{2} \delta}\right)\right] \tag{4.3-12}
\end{align*}
$$

in which the coupling phase is assumed to be a multiple of $2 \pi$ and $\delta=1 / \sqrt{3}$, the spacing between coupled oscillators. We have particular interest in the steady state so we set the time derivative equal to zero and get,

$$
\begin{aligned}
& \frac{\omega_{\text {tune, } x y}-\omega_{\text {ref }}}{\Delta \omega_{\text {lock }}}= \\
& \sin \left(\varphi_{x y}-\varphi_{x-\delta, y}\right)+\sin \left(\varphi_{x y}-\varphi_{x+\frac{\delta}{2}, y+\frac{\sqrt{3}}{2}} \delta\right)+\sin \left(\varphi_{x y}-\varphi_{x+\frac{\delta}{2}, y-\frac{\sqrt{3}}{2}}\right)
\end{aligned}
$$

Recall that the desired phase distribution is given by Eq. (4.3-5). Substituting Eq. (4.3-5) into Eq. (4.3-13), we obtain for the non-perimeter oscillators,

$$
\begin{equation*}
\sin \left[D \cos \left(\varphi_{0}\right)\right]+\sin \left[D \cos \left(\varphi_{0}+\frac{2 \pi}{3}\right)\right]+\sin \left[D \cos \left(\varphi_{0}-\frac{2 \pi}{3}\right)\right]=0 \tag{4.3-14}
\end{equation*}
$$

where $D=\frac{2 \pi d}{\lambda \sqrt{3}} \sin \theta_{0}$. Now Eq. (4.3-14) can be rewritten in the form,

$$
\begin{equation*}
\sin \left[\frac{D}{2} \cos \left(\varphi_{0}\right)\right] \sin \left[\frac{D}{2} \cos \left(\varphi_{0}+\frac{2 \pi}{3}\right)\right] \sin \left[\frac{D}{2} \cos \left(\varphi_{0}-\frac{2 \pi}{3}\right)\right]=0 \tag{4.3-15}
\end{equation*}
$$

and it is clear that for small $D$; that is, small $\theta_{0}$, this equation holds approximately true. Moreover, it holds exactly true for $\varphi_{0}=\frac{\pi}{6} \pm \frac{n \pi}{3}$ for integer
values of n . However, it does not hold true for arbitrary $D$ and $\varphi_{0}$. Thus, we conclude that no possible detuning of the perimeter oscillators can result in a planar aperture distribution for azimuth angles other than $\varphi_{0}=\frac{\pi}{6} \pm \frac{n \pi}{3}$.

Pogorzelski noted, however, that if one postulates a phase distribution of the form,

$$
\begin{align*}
& \varphi(x, y)=-\frac{2 \pi d}{\lambda} \\
& \times\left[\left(x-\frac{N}{\sqrt{3}}\right) \sin \theta_{0} \cos \varphi_{0}+y \sin \theta_{0} \sin \varphi_{0}\right] \pm \Delta \varphi_{x y} \tag{4.3-16}
\end{align*}
$$

in which the ambiguous sign denotes alternation from one oscillator to its neighbor, an exact solution for the perimeter detuning that will produce it is possible provided $\Delta \varphi_{x y}$ is set to the proper value. Substituting Eq. (4.3-16) into Eq. (4.3-13) yields for the non-perimeter oscillators,

$$
\begin{gather*}
\sin \left[2 \Delta \varphi_{x y}-D \cos \left(\varphi_{0}\right)\right]+\sin \left[2 \Delta \varphi_{x y}-D \cos \left(\varphi_{0}+\frac{2 \pi}{3}\right)\right] \\
+\sin \left[2 \Delta \varphi_{x y}-D \cos \left(\varphi_{0}-\frac{2 \pi}{3}\right)\right]=0 \tag{4.3-17}
\end{gather*}
$$

and solving for $\Delta \varphi_{x y}$, we obtain,

$$
\begin{equation*}
\Delta \varphi_{x y}=\frac{1}{2} \tan ^{-1}\left(\frac{N u m}{D e n}\right) \tag{4.3-18}
\end{equation*}
$$

where,

$$
\begin{align*}
N u m=\sin & {\left[D \cos \left(\varphi_{0}\right)\right]+\sin \left[D \cos \left(\varphi_{0}+\frac{2 \pi}{3}\right)\right] } \\
& +\sin \left[D \cos \left(\varphi_{0}-\frac{2 \pi}{3}\right)\right] \tag{4.3-19}
\end{align*}
$$

$$
\begin{gather*}
\text { Den }=\cos \left[D \cos \left(\varphi_{0}\right)\right]+\cos \left[D \cos \left(\varphi_{0}+\frac{2 \pi}{3}\right)\right] \\
+\cos \left[D \cos \left(\varphi_{0}-\frac{2 \pi}{3}\right)\right] \tag{4.3-20}
\end{gather*}
$$

Finally substituting Eq. (4.3-16) with Eq. (4.3-18) into Eq. (4.3-13) yields the perimeter detuning required to produce this non-planar phase distribution. The result is,

$$
\begin{align*}
& \left.\Delta \Omega_{\text {tune }}\right|_{x=y \sqrt{3}}=-\sin \left[\frac{2 \pi d}{\lambda \sqrt{3}} \sin \theta_{0} \cos \left(\varphi_{0}-\frac{2 \pi}{3}\right)-2 \Delta \varphi_{x y}\right] \\
& \left.\Delta \Omega_{\text {tune }}\right|_{x=-y \sqrt{3}}=-\sin \left[\frac{2 \pi d}{\lambda \sqrt{3}} \sin \theta_{0} \cos \left(\varphi_{0}+\frac{2 \pi}{3}\right)-2 \Delta \varphi_{x y}\right]  \tag{4.3-21}\\
& \left.\Delta \Omega_{\text {tune }}\right|_{x=(3 N-1) \sqrt{3} / 6}=-\sin \left[\frac{2 \pi d}{\lambda \sqrt{3}} \sin \theta_{0} \cos \left(\varphi_{0}\right)-2 \Delta \varphi_{x y}\right]
\end{align*}
$$

for the edge elements and

$$
\begin{align*}
& \Delta \Omega_{\text {tune }}\left(\frac{(3 N-1) \sqrt{3}}{6}, \frac{(N-1)}{2}\right)= \\
& \quad-\sin \left[\frac{2 \pi d}{\lambda \sqrt{3}} \sin \theta_{0} \cos \left(\varphi_{0}+\frac{2 \pi}{3}\right)-2 \Delta \varphi_{x y}\right] \\
& \Delta \Omega_{\text {tune }}\left(\frac{(3 N-1) \sqrt{3}}{6},-\frac{(N-1)}{2}\right)=  \tag{4.3-22}\\
& \quad-\sin \left[\frac{2 \pi d}{\lambda \sqrt{3}} \sin \theta_{0} \cos \left(\varphi_{0}-\frac{2 \pi}{3}\right)-2 \Delta \varphi_{x y}\right] \\
& \Delta \Omega_{\text {tune }}\left(\frac{1}{\sqrt{3}}, 0\right)=-\sin \left[\frac{2 \pi d}{\lambda \sqrt{3}} \sin \theta_{0} \cos \left(\varphi_{0}\right)-2 \Delta \varphi_{x y}\right]
\end{align*}
$$

for the corner elements. Because of Eq. (4.3-17), the sum of these detunings is always zero so that the ensemble frequency of the array remains constant. Figure 4-21 shows a typical phase distribution for such an array. Figure 4-21(a) shows the phase distribution, and Fig. 4-21(b) shows the deviation, $\pm 4.67 \mathrm{deg}$, from planar.


Fig. 4-21. Phase distribution for $\left(\theta_{0}, \varphi_{0}\right)=(22.3 \mathrm{deg}, 57 \mathrm{deg})$ with $d=\lambda$ showing (a) phase distribution and (b) deviation from planar. (Reprinted with permission [44], ©2005 IEEE.)

One would perhaps expect that such a phase aberration would result in a decrease in gain. However, as discussed in detail in Ref. [45], this is typically
not the case. The power that would have been radiated by a planar phase distribution is partially shifted by the phase alternation into the invisible region. Thus, this part is not radiated, and the power input to the antenna is decreased by the same amount. As a result, the directivity is unaffected by the phase alternation! The only circumstance resulting in a decrease in the gain is when the combination of element spacing and steering angle results in one or more grating lobes in the visible region. Analytical estimation of this effect is discussed in Ref. [45].

Finally, we remark that a planar steady-state phase distribution is of course attainable if one is willing to detune all of the oscillators in the hexagonally coupled array. This would require that alternate oscillators be detuned in opposite directions in frequency by an amount that depends on the scan angle.

### 4.4 Conclusion

In this chapter we have discussed a variety of coupling topologies for planar arrays, and we have shown that the continuum model can be used to describe the dynamic behavior of the phase distribution over these arrays. By this means we have demonstrated that beam-steering can be accomplished by detuning the perimeter oscillators or in the Cartesian case by injection locking them to external signals. Beam-steering by external injection in the triangular case was not treated but appears to be possible, though the analysis may become somewhat more challenging.

In the next chapter we point out that all of the preceding results are fundamentally non-causal in that the response begins immediately upon application of the detuning or phase shift of the external locking signal regardless of the physical separation of the cause and effect. A modified formulation is proposed to render the solutions causal.

## Chapter 5

## Causality and Coupling Delay

In the analysis presented in the preceding chapters, it was tacitly assumed that the coupling was implemented using nondispersive transmission lines characterized by a phase shift of $\Phi$ generally taken to be an integral multiple of $2 \pi$ (plus $\pi$ in the case of series resonant oscillators). However, the theory made no provision for the transit time through the coupling line. As a result, the solutions were non-causal. That is, each oscillator in the array responded immediately upon changing the tuning of an oscillator or the phase of an injection signal no matter what the distance between the excitation and the response. This is characteristic of the diffusion equation that arises from the continuum model. Heat conduction analyzed in this manner is similarly noncausal. Following Pogorzelski [47], we propose to remedy this situation by explicitly introducing time delay in the coupling. This time delay is determined by the physical length of the line and its propagation velocity.

### 5.1 Coupling Delay

A nondispersive transmission line introduces a pure time delay in that the signal applied at one end of the line is duplicated at the other end after the delay time. At that point the signal is reflected if the termination is not matched to the line impedance. For our analysis we will assume a matched termination. Now, if the analysis is done via Laplace transformation of the applied signal, the transform of the delayed signal is merely the original transform multiplied by $e^{-s d}$ where $d$ is the delay time and $s$ is the transform variable conjugate to the time variable.

Suppose now that we envision an array of coupled oscillators and take the reference frequency to be the initial ensemble frequency of the array. We define the coupling phase delay using this reference frequency. That is,

$$
\begin{equation*}
\Phi=-\frac{\omega_{r e f} \ell}{v_{p}}=-\omega_{r e f} d \tag{5.1-1}
\end{equation*}
$$

where $\ell$ is the physical length of the line and $v_{p}$ is the phase velocity. The line length is chosen so that the coupling phase is a multiple of $2 \pi$ (plus $\pi$ in the case of series resonant oscillators). Now, using the reference frequency, we define the phase, $\varphi$, of the phasor signal voltage, $V$, by

$$
\begin{equation*}
V=A(t) e^{j \theta(t)} \tag{5.1-2}
\end{equation*}
$$

where,

$$
\begin{equation*}
\theta(t)=\omega_{r e f} t+\varphi(t) \tag{5.1-3}
\end{equation*}
$$

Recall from Chapter 1 that $V$ can be written in the form,

$$
\begin{equation*}
V=e^{j[\theta(t)-j \ln A(t)]} \tag{5.1-4}
\end{equation*}
$$

so that,

$$
\begin{equation*}
\operatorname{Im}[\ln (V)]-\omega_{r e f} t=\varphi(t) \tag{5.1-5}
\end{equation*}
$$

Crucial to our analysis is the fact that any function of the input signal will be delayed by the nondispersive transmission line in the same manner as the signal itself so that the Laplace transform of any function of the input signal multiplied by $e^{-s d}$ will be the transform of the same function delayed. Thus, we may apply this delay factor to the Laplace transform of $\varphi(t)$ given by Eq. (5.1-5) to obtain the transform of the phase delayed by the coupling line. This forms the basis of our introduction of coupling delay into the analysis of coupled oscillator arrays.

The following question regarding this treatment of time delay was posed by a particularly astute student so we thought it appropriate to answer it here as you may be similarly puzzled. Slightly paraphrased, the student asked that we consider a linear array in which one of the oscillators is detuned upward, thus changing the ensemble frequency of the array. "Is it not then true," he asked, "that the coupling phase produced by coupling lines of fixed length would be
changed and would thus be no longer a multiple of $2 \pi$ ?" To clarify this point, recall that, assuming that the reference frequency is held constant, the solution for the time evolution of the oscillator phases will contain terms linear in time representing the shift in ensemble frequency (as in Eq. (3.1-51)). The slope of this linear dependence relates the time delay to an equivalent phase shift through the transmission line. So, for example, if the phase at the input end of the line is,

$$
\begin{equation*}
\varphi_{i n}(t)=\alpha t \tag{5.1-6}
\end{equation*}
$$

then the phase at the output end of the line is,

$$
\begin{equation*}
\varphi_{\text {out }}(t)=\Phi+\varphi_{\text {in }}(t-d)=\Phi+\alpha(t-d)=\varphi_{\text {in }}(t)+\Phi-\alpha d \tag{5.1-7}
\end{equation*}
$$

an effective coupling phase delay of $\Phi-\alpha d$. Conversely, due to the linear time dependence, the new ensemble frequency will be

$$
\begin{equation*}
\omega_{e n s}=\omega_{r e f}+\alpha \tag{5.1-8}
\end{equation*}
$$

and the effective coupling phase will be,

$$
\begin{equation*}
\Phi_{e f f}=-\frac{\omega_{\text {ens }} \ell}{v_{p}}=-\omega_{\text {ens }} d=-\left(\omega_{r e f}+\alpha\right) d=\Phi-\alpha d \tag{5.1-9}
\end{equation*}
$$

So, we conclude that indeed the coupling phase has changed but, that change is embodied in the linear time dependence of the phases arising from the change in ensemble frequency and need not be explicitly imposed on the formulation by a change in the $\Phi$ parameter.

### 5.2 The Discrete Model with Coupling Delay

Returning to the linearized discrete model of a linear array of $(2 N+1)$ oscillators discussed in Section 2.2 we have,

$$
\begin{align*}
& \frac{d \varphi_{i}}{d t}=\omega_{0 i}-\omega_{r e f}+\Delta \omega_{l o c k}\left(\varphi_{i+1}-2 \varphi_{i}+\varphi_{i-1}\right)  \tag{5.2-1}\\
& \frac{d \varphi_{-N}}{d t}=\omega_{0 N}-\omega_{r e f}+\Delta \omega_{l o c k}\left(\varphi_{-N+1}-\varphi_{-N}\right)  \tag{5.2-2}\\
& \frac{d \varphi_{N}}{d t}=\omega_{0 N}-\omega_{r e f}+\Delta \omega_{l o c k}\left(\varphi_{N-1}-\varphi_{N}\right) \tag{5.2-3}
\end{align*}
$$

Laplace transformation with respect to $\tau=\Delta \omega_{\text {lock }} t$ results in,

$$
\begin{gather*}
s \tilde{\varphi}_{i}=\Delta \tilde{\Omega}_{\text {tune }, i}+\left(\tilde{\varphi}_{i+1}-2 \tilde{\varphi}_{i}+\tilde{\varphi}_{i-1}\right)  \tag{5.2-4}\\
s \tilde{\varphi}_{-N}=\Delta \tilde{\Omega}_{\text {tune }}+\left(\tilde{\varphi}_{-N+1}-\tilde{\varphi}_{-N}\right)  \tag{5.2-5}\\
s \tilde{\varphi}_{N}=\Delta \tilde{\Omega}_{\text {tune }}+\left(-\tilde{\varphi}_{N}+\tilde{\varphi}_{N-1}\right) \tag{5.2-6}
\end{gather*}
$$

and, introducing the coupling delay factors for delay of $d$ inverse locking ranges, we have,

$$
\begin{gather*}
s \tilde{\varphi}_{i}=\Delta \tilde{\Omega}_{\text {tune }, i}+\left(\tilde{\varphi}_{i+1} e^{-s d}-2 \tilde{\varphi}_{i}+\tilde{\varphi}_{i-1} e^{-s d}\right)  \tag{5.2-7}\\
s \tilde{\varphi}_{-N}=\Delta \tilde{\Omega}_{\text {tune }}+\left(\tilde{\varphi}_{-N+1} e^{-s d}-\tilde{\varphi}_{-N}\right)  \tag{5.2-8}\\
s \tilde{\varphi}_{N}=\Delta \tilde{\Omega}_{\text {tune }}+\left(-\tilde{\varphi}_{N}+\tilde{\varphi}_{N-1} e^{-s d}\right) \tag{5.2-9}
\end{gather*}
$$

Rearranging yields,

$$
\begin{gather*}
\tilde{\varphi}_{i+1} e^{-s d}-(s+2) \tilde{\varphi}_{i}+\tilde{\varphi}_{i-1} e^{-s d}=-\Delta \tilde{\Omega}_{t u n e, i}  \tag{5.2-10}\\
\tilde{\varphi}_{-N+1} e^{-s d}-(s+1) \tilde{\varphi}_{-N}=-\Delta \tilde{\Omega}_{\text {tune },-N}  \tag{5.2-11}\\
-(s+1) \tilde{\varphi}_{N}+\tilde{\varphi}_{N-1} e^{-s d}=-\Delta \tilde{\Omega}_{t u n e, N} \tag{5.2-12}
\end{gather*}
$$

These equations may be written compactly in matrix form as,

$$
\begin{equation*}
[S[I]-[M]][\tilde{\varphi}]=\left[\Delta \tilde{\Omega}_{\text {tune }}\right] \tag{5.2-13}
\end{equation*}
$$

in which $[M]$ is given by,

$$
[M]=\left[\begin{array}{ccccc}
1 & -e^{-s d} & & &  \tag{5.2-14}\\
-e^{-s d} & 2 & -e^{-s d} & & \\
& -e^{-s d} & 2 & \ddots & \\
& & \ddots & \ddots & -e^{-s d} \\
& & & -e^{-s d} & 1
\end{array}\right]
$$

We now have two alternative approaches available for solving this system of linear equations. We can expand the solution as a sum of eigenvectors of the matrix $[I] s-[M]$, or we can solve the system via Cramer's rule. Following Pogorzelski [47], we choose the Cramer's rule approach. The result is,

$$
\begin{equation*}
\tilde{\varphi}_{i}=(-1)^{n_{>}-n_{<}}\left[\frac{\left(a_{0} U_{N+n_{<}-1}-b U_{N+n_{-}-2}\right)\left(a_{0} U_{N-n_{3}-1}-b U_{N-n_{-}-2}\right)}{b\left(a_{0}^{2} U_{2 N-1}-2 a_{0} b U_{2 N-2}+b^{2} U_{2 N-3}\right)}\right] \Delta \tilde{\Omega}_{\text {tune }, j} \tag{5.2-15}
\end{equation*}
$$

where $U$ is the Chebyshev polynomial of the second kind of argument $a /(2 b)$, $a_{0}=s+1, a=s+2$, and $b=-e^{-s d}$. Now, $U$ can be written in the form,

$$
\begin{equation*}
U_{m}\left(\frac{a}{2 b}\right)=\frac{\sin \left[(m+1) \cos ^{-1}\left(\frac{a}{2 b}\right)\right]}{\sin \left[\cos ^{-1}\left(\frac{a}{2 b}\right)\right]} \tag{5.2-16}
\end{equation*}
$$

and defining $Q$ to be,

$$
\begin{equation*}
Q=-e^{-i \cos ^{-1}\left(\frac{a}{2 b}\right)}=e^{-\sec h^{-1}\left(-\frac{2 b}{a}\right)}=-\frac{a}{2 b}-\sqrt{\left(\frac{a}{2 b}\right)^{2}-1} \tag{5.2-17}
\end{equation*}
$$

$U$ becomes,

$$
\begin{equation*}
U_{m}\left(\frac{a}{2 b}\right)=(-1)^{m+1} \frac{(Q)^{-(m+1)}-(Q)^{(m+1)}}{2 \sqrt{\left(\frac{a}{2 b}\right)^{2}-1}} \tag{5.2-18}
\end{equation*}
$$

Substituting Eq. (5.2-18) into Eq. (5.2-15) yields,

$$
\begin{equation*}
\tilde{\varphi}_{i}=\frac{\Delta \tilde{\Omega}_{\text {tune, }}}{\sqrt{a^{2}-4 b^{2}}}\left[\frac{\left(Q^{n_{<}}+R Q^{-(2 N+1)} Q^{-n_{<}}\right)\left(Q^{-n_{>}}+R Q^{-(2 N+1)} Q^{n_{>}}\right)}{\left(1-R^{2} Q^{-2(2 N+1)}\right)}\right] \tag{5.2-19}
\end{equation*}
$$

in which,

$$
\begin{equation*}
R=-\frac{Q+b}{1+b Q} \tag{5.2-20}
\end{equation*}
$$

In Eq. (5.2-19), $n_{>}$is the greater of $i$ and $j$ while $n_{<}$is the lesser. The form of Eq. (5.2-19) is suggestive of an image series produced by reflections at the ends of the array, where $Q$ plays the role of a "propagator." The series may be obtained by expanding in powers of the reflection coefficient, $R$. When $R$ is set equal to zero, we obtain the solution for an infinite array,

$$
\begin{equation*}
\tilde{\varphi}_{i}=\frac{\Delta \tilde{\Omega}_{\text {tune }, j}}{\sqrt{a^{2}-4 b^{2}}} Q^{n_{<}} Q^{-n_{>}} \tag{5.2-21}
\end{equation*}
$$

or, using Eq. (5.2-17),

$$
\begin{equation*}
\tilde{\varphi}_{i}=\frac{\Delta \tilde{\Omega}_{\text {tune }, j}}{\sqrt{(s+2)^{2}-4 e^{-2 s d}}} e^{-|i-j| \sec h^{-1}\left(\frac{2 e^{-s d}}{s+2}\right)} \tag{5.2-22}
\end{equation*}
$$

Consider now an example of a 17 -element array with coupling delay of two inverse locking ranges (ILRs) and step detuning of the center oscillator by one locking range. The inverse Laplace transform of Eq. (5.2-19) may be easily obtained by expanding it in powers of $-b=e^{-s d}$. Each term of the resulting series will be of the form,

$$
\begin{equation*}
\frac{C\left(e^{-s d}\right)^{p}}{s(s+2)^{p+1}} \tag{5.2-23}
\end{equation*}
$$

which has a known inverse transform,

$$
\begin{equation*}
\int_{0}^{\tau-p d} \frac{C}{p!} \tau^{\prime p} e^{-2 \tau^{\prime}} d \tau^{\prime} \tag{5.2-24}
\end{equation*}
$$

The solution is plotted in Fig. 5-1. This solution exhibits several easily understandable features. First, the center oscillator is the only one detuned, and it is detuned at time zero. Thus, its nearest neighbors on either side do not change phase until one delay time has elapsed, giving the influence of the
center oscillator detuning sufficient time to propagate to them. The center oscillator phase evolution continues exponentially and unperturbed until two delay times have elapsed. Then the influence of the phase changes of the neighboring oscillators impact the center oscillator, causing the slope change at time equal to four inverse locking ranges. This multiple reflection-like behavior continues to spread throughout the array creating the ripples in the phase visible in Fig. 5-1. For comparison, the corresponding phase behavior in the absence of coupling delay is shown in Fig. 5-2 and is noncausal.

The preceding discussion indicates that the array behavior will not begin to differ from that of the infinite array until eight delay times have elapsed ( 16 inverse locking ranges) and that even then the effect will begin with the outermost oscillators. The center oscillator behavior will not differ from that of the infinite array until 16 delay times have elapsed ( 32 inverse locking ranges). Thus, these plots do not indicate that the array is of finite size. To display finite array effects, we plot similar curves for a seven element array in Fig. 5-3 and Fig. 5-4. In this case the end effects begin to appear in the phase behavior of the end oscillators after three delay times (six inverse locking ranges). This may be seen by comparing the curves for $i= \pm 3$ in Figs. 5-1 and 5-3. Note that they


Fig. 5-1. Phase dynamics for a 17 element linear array with two inverse locking range coupling delay. (Reproduced by permission of American Geophysical Union from [47], ©2008 American Geophysical Union.)


Fig. 5-2. Phase dynamics for a 17 element linear array with no coupling delay. (Reproduced by permission of American Geophysical Union from [47], ©2008 American Geophysical Union.)
differ only for time greater than six inverse locking ranges. However, the curves in Figs. 5-2 and 5-4 differ for all times because with no coupling delay the end effects begin immediately and, of course, acausally.

Thus, we have shown that the introduction of coupling delay in the linearized discrete model of coupled oscillator arrays eliminates the noncausal nature of the solutions in the absence of coupling delay. We now proceed to apply this approach in the continuum model.

### 5.3 The Continuum Model with Coupling Delay

In this section we develop a generalization of the continuum model of Section 3.1 that accounts for coupling delay. The causality properties of this generalization will be discussed in terms of the infinite linear array which, of course behaves identically to a corresponding finite array for times early enough to preclude end effects. Our approach will be that of Section 3.1 where we begin with Eq. (3.1-1) with the time delay, $d$, inserted in the arguments of the appropriate terms leading to,


Fig. 5-3. Phase dynamics for a 7 element linear array with two inverse locking range coupling delay. (Reproduced by permission of American Geophysical Union from [47], ©2008 American Geophysical Union.)


Fig. 5-4. Phase dynamics for a 7-element linear array with no coupling delay. (Reproduced by permission of American Geophysical Union from [47], ©2008 American Geophysical Union.)

$$
\begin{align*}
& \frac{d \varphi(x, t)}{d t}=\omega_{0}(x)-\omega_{r e f}  \tag{5.3-1}\\
& \quad+\Delta \omega_{l o c k}[\varphi(x+\Delta x, t-d)-2 \varphi(x, t)+\varphi(x-\Delta x, t-d)]
\end{align*}
$$

Introducing the scaled time, $\tau$, and the detuning function, $\Delta \Omega_{\text {tune }}$, as before, Laplace transformation leads to,

$$
\begin{align*}
s \tilde{\varphi}(x, s) & =\Delta \tilde{\Omega}_{\text {tune }} \\
& +\left[\tilde{\varphi}(x+\Delta x, s) e^{-s d}-2 \tilde{\varphi}(x, t)+\tilde{\varphi}(x-\Delta x, s) e^{-s d}\right] \tag{5.3-2}
\end{align*}
$$

Then, expanding in Taylor series to second order in $\Delta x$,

$$
\begin{equation*}
\frac{d^{2} \tilde{\varphi}(x, s)}{d x^{2}}-\left[(s+2) e^{s d}-2\right] \tilde{\varphi}(x, s)=-\Delta \tilde{\Omega}_{\text {tune }}(x, s) e^{s d} \tag{5.3-3}
\end{equation*}
$$

the analog of Eq. (3.1-4). Setting,

$$
\begin{equation*}
\Delta \tilde{\Omega}_{\text {tune }}(x, s)=\frac{1}{s} \delta(x-y) \tag{5.3-4}
\end{equation*}
$$

corresponding to step detuning of the oscillator at $x=y$ at time zero by one locking range, we obtain the Green's function, $\widetilde{g}$, as the differential equation solution,

$$
\begin{equation*}
\tilde{g}_{1}(s, x, y)=\frac{e^{-|x-y| \sqrt{(s+2) e^{s d}-2}}}{2 s \sqrt{(s+2) e^{s d}-2}} e^{s d} \tag{5.3-5}
\end{equation*}
$$

At this point, a serious difficulty is encountered with respect to causality. If one were to compute numerically the inverse Laplace transform integral for Eq. (5.3-5), one would find that the influence of the nearest neighbors of the detuned oscillator begins at time $d$. This violates causality because, as pointed out in Section 5.2, this influence must not begin until time $2 d$, the round trip transit time between the detuned oscillator and its neighbors. Following Pogorzelski [48], we begin our study of this apparent paradox by comparing the denominator of Eq. (5.3-5) with that of Eq. (5.2-22) known to be causal. That is, the denominator of Eq. (5.2-22) is,

$$
\begin{equation*}
\sqrt{(s+2)^{2}-4 e^{-2 s d}}=\sqrt{(s+2)-2 e^{-s d}} \sqrt{(s+2)+2 e^{-s d}} \tag{5.3-6}
\end{equation*}
$$

while the denominator of Eq. (5.3-5) is,

$$
\begin{equation*}
\sqrt{(s+2)-2 e^{-s d}} \tag{5.3-7}
\end{equation*}
$$

Thus, the two solutions, the causal one Eq. $(5.2-22)$, and the present one, Eq. (5.3-5), have different branch points in the complex $s$ plane. Solution Eq. (5.3-5) has branch points where $s+2=2 e^{-s d}$ whereas the causal solution Eq. (5.2-22) has these plus additional branch points where $s+2=-2 e^{-s d}$. Now, computing the inverse Laplace transform via integration on the Bromwich contour will involve deformation of the contour around the branch cuts associated with these branch points. Thus, it becomes clear that the solution Eq. (5.3-5) will be missing the contribution from half of the branch cuts in the causal solution Eq. (5.2-22). As shown in [48], this is the root of the causality difficulty.

Why do we find ourselves in this situation? Our approach was successful in the absence of coupling delay, but something went wrong when delay was included. This can be understood by looking at the nature of the solutions corresponding to the two sets of branch cuts shown in Fig. 5-5 where the dots correspond to Eq. $(5.3-7)$ and the circles to the remaining branch points of the complete set, Eq. (5.3-6).

We have assumed in deriving the partial differential equation Eq. (5.3-3) that the solution will be smoothly varying in the interior of the array so that the inter-oscillator phase differences are small validating the linearization of the sine functions in Adler's formalism. Thus, in the interior of the array where the detuning is zero, the second derivative will be small and

$$
\begin{equation*}
(s+2) e^{s d} \approx 2 \tag{5.3-8}
\end{equation*}
$$

corresponding to the dot branch points in Fig. 5-5. However, we can switch from the dots to the circles by replacing $e^{-s d}$ with $-e^{-s d}$. Doing this in Eq. (5.3-2) we obtain,

$$
\begin{align*}
s \tilde{\varphi}_{1}(x, s) & =\Delta \tilde{\Omega}_{\text {tune }} \\
+ & {\left[-\tilde{\varphi}(x+\Delta x, s) e^{-s d}-2 \tilde{\varphi}_{1}(x, t)-\tilde{\varphi}_{1}(x-\Delta x, s)\right] } \tag{5.3-9}
\end{align*}
$$



Fig. 5-5. Branch point locations for delay of two inverse locking ranges. (Reproduced by permission of American Geophysical Union from [48], ©2008 American Geophysical Union.)
so it is evident that $\varphi_{1}$, the solution associated with the circle type branch points, alternates in sign between adjacent oscillators and is thus clearly not slowly varying. Therefore, we cannot use the Taylor expansion to advantage here. However, if we define,

$$
\begin{equation*}
\tilde{\varphi}_{2}(x, s)=\tilde{\varphi}_{1}(x, t) e^{j \pi x} \tag{5.3-10}
\end{equation*}
$$

then $\tilde{\varphi}_{2}$ is slowly varying even though $\tilde{\varphi}_{1}$ is not and we may write,

$$
\begin{align*}
\tilde{\varphi}_{2}(x, s) & =\Delta \tilde{\mathcal{Q}}_{\text {ume }} \\
& +\left[\tilde{\varphi}_{2}(x+\Delta x, s) e^{-s d}-2 \tilde{\varphi}_{2}(x, t)-\tilde{\varphi}_{2}(x-\Delta x, s)\right] \tag{5.3-11}
\end{align*}
$$

and expand in Taylor series to obtain,

$$
\begin{equation*}
\frac{d^{2} \tilde{\varphi}_{2}(x, s)}{d x^{2}}+\left[(s+2) e^{s d}+2\right] \tilde{\varphi}_{2}(x, s)=\Delta \tilde{\Omega}_{\text {tune }}(x, s) e^{s d} \tag{5.3-12}
\end{equation*}
$$

corresponding to the circle type branch points. Thus, it becomes clear that our assumption of slowly varying phase, implicit in the use of the Taylor series, eliminated the solutions associated with the circle type branch points. The Green's function corresponding to these branch points is,

$$
\begin{equation*}
\tilde{g}_{2}(s, x, y)=\frac{-e^{-j|x-y| \sqrt{(s+2) e^{s d}+2}}}{2 s j \sqrt{(s+2) e^{s d}+2}} e^{s d+j \pi(x-y)} \tag{5.3-13}
\end{equation*}
$$

and the causal Green's function is a linear combination of Eq. (5.3-5) and Eq. (5.3-13); that is,

$$
\begin{equation*}
\tilde{g}(s, x, y)=A \frac{e^{-j|x-y| \sqrt{2-(s+2) e^{s d}}}}{2 s j \sqrt{2-(s+2) e^{s d}}} e^{s d}-B \frac{e^{-j|x-y| \sqrt{2+(s+2) e^{s d}}}}{2 s j \sqrt{2+(s+2) e^{s d}}} e^{s d-j \pi(x-y)} \tag{5.3-14}
\end{equation*}
$$

where $A+B=1$ so that the proper detuning function is generated on the right side of the differential equation. It remains to determine $A$ and $B$.

For large values of $s$, far from the origin of the $s$ plane, we can obtain a fairly accurate estimate of the branch point locations. These locations are defined by,

$$
\begin{equation*}
(s+2)= \pm 2 e^{-s d} \tag{5.3-15}
\end{equation*}
$$

where the upper sign corresponds to the dots and the lower one to the circles. Inserting $s=\sigma+j \omega$,

$$
\begin{equation*}
(\sigma+2+j \omega)= \pm 2 e^{-\sigma d} e^{-j \omega d} \tag{5.3-16}
\end{equation*}
$$

For $|\omega| \gg \sigma+2$,

$$
\begin{equation*}
\omega \approx 2 e^{-\sigma d} e^{-j(\omega d \pm \pi / 2)} \tag{5.3-17}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\omega_{p} d \pm \frac{\pi}{2}=2 p \pi \tag{5.3-18}
\end{equation*}
$$

and we have

$$
\begin{equation*}
\omega_{n} \approx\left(2 n-\frac{1}{2}\right) \frac{\pi}{d} \tag{5.3-19}
\end{equation*}
$$

for the dots and

$$
\begin{equation*}
\omega_{m} \approx\left(2 m+\frac{1}{2}\right) \frac{\pi}{d} \tag{5.3-20}
\end{equation*}
$$

for the circles. Now, from Eq. (5.3-17),

$$
\begin{equation*}
{ }_{0}\left|\omega_{p}\right| \approx 2 e^{-\sigma d} \tag{5.3-21}
\end{equation*}
$$

so,

$$
\begin{equation*}
\sigma_{p} \approx-\frac{1}{d} \ln \left(\frac{\left|\omega_{p}\right|}{2}\right) \tag{5.3-22}
\end{equation*}
$$

for $p=m$ or $n$. Armed with these approximate branch point locations, we are in a position to estimate $\partial g(\tau, y, y) / \partial \tau$, the time derivative of the phase of the detuned oscillator. This will exhibit the temporal discontinuities associated with the arrival of influence from neighboring oscillators and highlight the causal behavior. First, from Eq. (5.3-14),

$$
\begin{equation*}
s \tilde{g}(s, y, y)=A \frac{e^{s d}}{2 j \sqrt{2-(s+2) e^{s d}}}-B \frac{e^{s d}}{2 j \sqrt{2+(s+2) e^{s d}}} \tag{5.3-23}
\end{equation*}
$$

Now, envisioning the inverse transform as a sum of branch cut integrals, we recognize that the result will be approximately,

$$
\begin{array}{r}
\frac{\partial g(\tau, y, y)}{\partial \tau} \approx \frac{\alpha}{\pi \sqrt{2 d+1}}\left\{A+2 A \sum_{n=1}^{\infty} \frac{\sin \left[\frac{2 n \pi \tau}{d}-\frac{\pi \tau}{2 d}\right]}{\left[\frac{n \pi}{d}\right]^{1+\tau / d}} \sqrt{1+\frac{1}{2 d}}\right. \\
\left.+2 B \sum_{m=0}^{\infty} \frac{\sin \left[\frac{2 m \pi \tau}{d}+\frac{\pi \tau}{2 d}\right]}{\left[\frac{m \pi}{d}\right]^{1+\tau / d}} \sqrt{1+\frac{1}{2 d}}\right\} \tag{5.3-24}
\end{array}
$$

Here we have used the $s$ 's given by Eq. (5.3-19) through Eq. (5.3-22) and,

$$
\begin{equation*}
\alpha=\int_{0}^{\infty} \frac{e^{-u(\tau+d)}}{\sqrt{u}} d u=\sqrt{\frac{\pi}{\tau+d}} \tag{5.3-25}
\end{equation*}
$$

The expression on the right side of Eq. (5.3-24) is a Fourier series except for the time dependence of the coefficients. Recall that this series was obtained using the large $s$ approximation so only the high-order terms are accurate. The high-order terms of this series govern the discontinuities in the time dependence. Now, looking at Eq. (5.3-24) for $\tau=d$,

$$
\begin{array}{r}
\frac{\partial g(\tau, y, y)}{\partial \tau} \approx \frac{\alpha}{\pi \sqrt{2 d+1}}\left\{A+2 A \sum_{n=1}^{\infty} \frac{\sin \left[\left(2 n-\frac{1}{2}\right) \pi\right]}{\left[\frac{n \pi}{d}\right]^{2}} \sqrt{1+\frac{1}{2 d}}\right. \\
\left.+2 B \sum_{m=0}^{\infty} \frac{\sin \left[\left(2 m+\frac{1}{2}\right) \pi\right]}{\left[\frac{m \pi}{d}\right]^{2}} \sqrt{1+\frac{1}{2 d}}\right\} \tag{5.3-26}
\end{array}
$$

and we see that if $A=B$, the high-order portions of the two series will cancel term by term so that there will be no discontinuity at $\tau=d$. However, at $\tau=2 d$ we have,

$$
\begin{align*}
\frac{\partial g(\tau, y, y)}{\partial \tau} \approx \frac{\alpha}{\pi \sqrt{2 d+1}}\left\{A+2 A \sum_{n=1}^{\infty} \frac{\sin [(4 n-1) \pi]}{\left[\frac{n \pi}{d}\right]^{3}} \sqrt{1+\frac{1}{2 d}}\right. \\
\left.+2 B \sum_{m=0}^{\infty} \frac{\sin [(4 m+1) \pi]}{\left[\frac{m \pi}{d}\right]^{3}} \sqrt{1+\frac{1}{2 d}}\right\} \tag{5.3-27}
\end{align*}
$$

and the high-order terms no longer cancel but add. Thus, there will be a discontinuity at $\tau=2 d$. This is to be expected because it allows for one roundtrip interval to the nearest neighbors from the time when the oscillator is detuned. We conclude that the discontinuities will occur at the proper times for causality to be satisfied only if $A=B$. From this condition and the fact that $A+B=1$, we determine that both $A$ and $B$ are equal to $1 / 2$, and from Eq. (5.3-14) the causal Green's function is,

$$
\begin{equation*}
\tilde{g}(s, x, y)=\frac{e^{-j|x-y| \sqrt{2-(s+2) e^{s d}}}}{4 s j \sqrt{2-(s+2) e^{s d}}} e^{s d}-\frac{e^{-j|x-y| \sqrt{2+(s+2) e^{s d}}}}{4 s j \sqrt{2+(s+2) e^{s d}}} e^{s d-j \pi(x-y)} \tag{5.3-28}
\end{equation*}
$$

As shown in Ref. [48], a better approximation to the exact discrete model solution may be obtained from the form,

$$
\begin{equation*}
\tilde{g}(s, x, y)=C \frac{e^{-j|x-y| C \sqrt{2-(s+2) e^{s d}}}}{4 s j \sqrt{2-(s+2) e^{s d}}} e^{s d}-C \frac{e^{-j|x-y| C \sqrt{2+(s+2) e^{s d}}}}{4 s j \sqrt{2+(s+2) e^{s d}}} e^{s d-j \pi(x-y)} \tag{5.3-29}
\end{equation*}
$$

with optimal selection of the constant, C. From Ref. [48], the optimal value of $C$ is,

$$
\begin{equation*}
C=\frac{\pi}{2 \sqrt{2}} \tag{5.3-30}
\end{equation*}
$$

The temporal behavior of the phase of each oscillator in the array is most easily seen by plotting the time derivative of the phase because this makes more obvious the times at which the influences from the neighboring oscillators arrive. Thus, in Figs. 5-6 through 5-10, we compare the result of the approximate continuum formula Eq. (5.3-29) in solid lines with that of the discrete model Eq. $(5.2-22)$ in dashed lines considered to be the exact result. The coupling delay in this example is two inverse locking ranges (ILRs). The fine scale wiggles shown in the inset of Fig. 5-6 arise from the truncation of the series of branch cut integrals to a finite number of terms.

Fig. 5-6. Time derivative of the phase of the detuned oscillator. (Reproduced by permission of American Geophysical Union from [48], ©2008 American Geophysical Union.)


Fig. 5-7. Time derivative of the phase of the nearest neighbors of the detuned oscillator. (Reproduced by permission of American Geophysical Union from [48], ©2008 American Geophysical Union.)


Fig. 5-8. Time derivative of the phase of the second nearest neighbors of the detuned oscillator. (Reproduced by permission of American Geophysical Union from [48], ©2008 American Geophysical Union.)


Fig. 5-9. Time derivative of the phase of the third nearest neighbors of the detuned oscillator. (Reproduced by permission of American Geophysical Union from [48], ©2008 American Geophysical Union.)


Fig. 5-10. Time derivative of the phase of the fourth nearest neighbors of the detuned oscillator. (Reproduced by permission of American Geophysical Union from [48], ©2008 American Geophysical Union.)

Notice that the more distant the oscillator from the detuned one, the later the response by exactly two inverse locking ranges (one delay time) per oscillator. Moreover, the influence of the nearest neighbors of the detuned oscillator does not impact that oscillator until four inverse locking ranges (two delay times) have elapsed. Similar delays of two delay times are visible in all of the curves corresponding to round-trip delays between the oscillators. All of these behaviors are consistent with a causal solution.

We return now to the previous analysis of the location of the branch points to highlight two properties that may not have been obvious in the earlier discussion. First, as the delay time is decreased, there is a critical value at which the distribution of the branch points changes character. If the delay time is equal to 0.139232271 inverse locking ranges the smallest circle type branch points merge at $\sigma=-9.18224297$. For delays less than that, say for a delay of 0.12 inverse locking ranges, the branch point locations are as shown in Fig. 5-11.

Second, as the delay approaches zero, all of the branch points move to infinity except two, one at the origin and one at -4 . Thus, in this zero-delay limit we have from Eq. (5.2-22), taken to be the exact solution, that,

$$
\begin{equation*}
\tilde{g}(s, x, y)=\frac{e^{-|x-y| \sqrt{s}}}{s \sqrt{s(s+4)}} \tag{5.3-31}
\end{equation*}
$$

which, perhaps surprisingly, does not agree with Eq. (3.1-6). It does agree in the limit of small $s$ so one can expect that the time functions will agree for late times, but there will be a difference at early times. When $x=y$; that is, for the detuned oscillator, the inverse Laplace transforms of Eqs. (3.1-6) and (5.3-31) can be computed analytically, and we thus obtain from Eq. (5.3-31),

$$
\begin{equation*}
g(\tau, y, y)=\tau e^{-2 \tau}\left[I_{0}(2 \tau)+I_{1}(2 \tau)\right] \tag{5.3-32}
\end{equation*}
$$

where $I_{n}$ is the Bessel function of imaginary argument and from Eq. (3.1-6),

$$
\begin{equation*}
g(\tau, y, y)=\sqrt{\frac{\tau}{\pi}} \tag{5.3-33}
\end{equation*}
$$



Fig. 5-11. Branch point locations for $\mathbf{d}=0.12$ inverse locking ranges. (Reproduced by permission of American Geophysical Union from [48], ©2008 American Geophysical Union.)

For comparison, these two functions are plotted in Fig. 5-12. The solid curve is Eq. (5.3-32), and the short dashed curve is Eq. (5.3-33) while the long dashed curve is the difference. Note that, although Eq. (5.3-33) neglects the alternating sign solution, it is nevertheless a very good approximation to the exact solution Eq. (5.3-32).

### 5.4 Beam Steering in the Continuum Model with Coupling Delay

In this section we apply what we have learned so far regarding the analytical treatment of coupling delay to the analysis of beam-steering of oscillator arrays embodying such delay. We begin with the continuum generalization of the linearized discrete model solution for one detuned oscillator in an infinite array given by Eq. (5.2-22); that is,

## Phase in Radians



Fig. 5-12. Comparison of the single branch point solution (dashed) with the two branch point solution (solid). The difference is shown in long dashes. (Reproduced by permission of American Geophysical Union from [48], ©2008 American Geophysical Union.)

$$
\begin{equation*}
\tilde{\varphi}(s, x, y)=\frac{\Delta \tilde{\Omega}_{\text {tune }}(y)}{\sqrt{(s+2)^{2}-4 e^{-2 s d}}} e^{-|x-y| \sec h^{-1}\left(\frac{2 e^{-s d}}{s+2}\right)} \tag{5.4-1}
\end{equation*}
$$

Our approach will be to devise a differential equation having Eq. (5.4-1) as its Green's function. When $x$ is not equal to $y$, this solution satisfies the differential equation,

$$
\begin{equation*}
\frac{d^{2} \tilde{\varphi}}{d x^{2}}-\left[\sec h^{-1}\left(\frac{2 e^{-s d}}{s+2}\right)\right]^{2} \tilde{\varphi}=0 \tag{5.4-2}
\end{equation*}
$$

However, at $x=y$ there will be a discontinuity in the slope of the phase that gives rise to a delta function. Evaluating the magnitude of this slope discontinuity we determine that the Green's function Eq. (5.4-1) satisfies,

$$
\begin{align*}
\frac{d^{2} \tilde{\varphi}}{d x^{2}} & -\left[\sec h^{-1}\left(\frac{2 e^{-s d}}{s+2}\right)\right]^{2} \tilde{\varphi} \\
& =-\Delta \tilde{\Omega}_{\text {tune }}(y) \frac{2 \sec h^{-1}\left(\frac{2 e^{-s d}}{s+2}\right)}{\sqrt{(s+2)^{2}-4 e^{-2 s d}}} \delta(x-y) \tag{5.4-3}
\end{align*}
$$

We may now follow the procedure of Section 3.1 to express the finite-array Green's function as a sum of the eigenfunctions of the differential operator in this equation. In order to do this we will need the boundary conditions at the ends of the array. Recall that the reflection coefficient at the array ends was given by Eq. (5.2-20) which is a fairly complicated function of $s$. However, following Pogorzelski [49], we may simplify matters by assuming the addition of half-length coupling lines at the ends of the array. If this is done, the reflection coefficient becomes unity because the array boundary then becomes an image plane. (See Pogorzelski [47].) A reflection coefficient of unity corresponds to the familiar Neumann condition of zero phase slope. Using this boundary condition, the even and odd normalized eigenfunctions are seen to be,

$$
\begin{align*}
& \psi_{n e}=\frac{\sqrt{2}}{\sqrt{2 N+1}} \cos \left(\frac{2 n \pi x}{2 N+1}\right) \\
& \psi_{n o}=\frac{\sqrt{2}}{\sqrt{2 N+1}} \sin \left(\frac{(2 n+1) \pi x}{2 N+1}\right) \tag{5.4-4}
\end{align*}
$$

Choosing the detuning time dependence to be a unit step at time zero and following he approach of Section 3.1, the Laplace transform of the phase distribution may be written in terms of the eigenfunctions as,

$$
\begin{align*}
& \tilde{\varphi}(s, x, y)=\frac{4 \sec h^{-1}\left(\frac{2 e^{-s d}}{s+2}\right)}{(2 N+1) s \sqrt{(s+2)^{2}-4 e^{-2 s d}}} \\
& \times \sum_{n}\left\{\frac{\cos \left(\frac{2 n \pi y}{2 N+1}\right) \cos \left(\frac{2 n \pi x}{2 N+1}\right)}{\left(\frac{2 n \pi}{2 N+1}\right)^{2}+\left[\sec h^{-1}\left(\frac{2 e^{-s d}}{s+2}\right)\right]^{2}}\right.  \tag{5.4-5}\\
& \left.+\frac{\sin \left(\frac{(2 n+1) \pi y}{2 N+1}\right) \sin \left(\frac{(2 n+1) \pi x}{2 N+1}\right)}{\left(\frac{(2 n+1) \pi}{2 N+1}\right)^{2}+\left[\sec h^{-1}\left(\frac{2 e^{-s d}}{s+2}\right)\right]^{2}}\right\}
\end{align*}
$$

We will obtain the inverse Laplace transform via residue calculus. The poles are determined by,

$$
\begin{equation*}
\sec h^{-1}\left(\frac{2 e^{-s d}}{s+2}\right)= \pm\left(\frac{\ell \pi i}{N+1}\right) \tag{5.4-6}
\end{equation*}
$$

Taking the hyperbolic secant of both sides and then the reciprocal we obtain the equivalent condition,

$$
\begin{equation*}
\left(\frac{s+2}{2 e^{-s d}}\right)=\cos \left(\frac{\ell \pi}{2 N+1}\right) \tag{5.4-7}
\end{equation*}
$$

This equation can be solved in terms of the Lambert $W$ function defined by,

$$
\begin{equation*}
z=W(z) e^{W(z)} \tag{5.4-8}
\end{equation*}
$$

In terms of this function, the solution of Eq. (5.4-7) is,

$$
\begin{equation*}
s_{m \ell}=\frac{1}{d} W\left[m, 2 d e^{s d} \cos \left(\frac{\ell \pi}{2 N+1}\right)\right]-2 \tag{5.4-9}
\end{equation*}
$$

These pole locations are plotted in Fig. 5-13.


Fig. 5-13. Pole locations for delay of two inverse locking ranges. Black dots denote odd values of $\ell$ and gray dots denote even values of $\ell$. (Reproduced by permission of American Geophysical Union from, [49] ©2008 American Geophysical Union.)

The overall array time constant is determined by the poles closest to the origin. We therefore set about solving Eq. (5.4-9) approximately for small $s$. To do this we expand the Lambert W function in a Taylor series about $2 d e^{2 d}$.

$$
\begin{equation*}
W(z)=W\left(2 d e^{2 d}\right)+W^{\prime}\left(2 d e^{2 d}\right)\left(z-2 d e^{2 d}\right)+\cdots \tag{5.4-10}
\end{equation*}
$$

Now, $W$ satisfies the differential equation,

$$
\begin{equation*}
W^{\prime}(z)=\frac{W}{z(W+1)} \tag{5.4-11}
\end{equation*}
$$

So that the first two terms of the Taylor series yield,

$$
\begin{equation*}
W(z)=2 d+\frac{z-2 d e^{2 d}}{e^{2 d}(2 d+1)} \tag{5.4-12}
\end{equation*}
$$

and, using Eq. (5.4-9),

$$
\begin{equation*}
s_{m \ell}=\frac{z-2 d e^{2 d}}{e^{2 d}(2 d+1)} \tag{5.4-13}
\end{equation*}
$$

Recall that $z$ is the argument of the $W$ function so from Eq. (5.4-9),

$$
\begin{equation*}
z=2 d e^{s d} \cos \left(\frac{\ell \pi}{2 N+1}\right) \tag{5.4-14}
\end{equation*}
$$

Substituting Eq. (5.4-14) into Eq. (5.4-13) and setting $m=0$,

$$
\begin{equation*}
s_{0 \ell}=\frac{2 d e^{s d} \cos \left(\frac{\ell \pi}{2 N+1}\right)-2 d e^{2 d}}{e^{2 d}(2 d+1)}=\frac{-4}{2 d+1} \sin ^{2}\left(\frac{\ell \pi}{2 N+1}\right) \tag{5.4-15}
\end{equation*}
$$

The pole at $\ell=0$ together with the denominator $s$ from the step detuning function produce the double pole at the origin leading to the linear time dependence or shift in ensemble frequency due to the detuning. For the antisymmetric detuning used in beam-steering, the even $\ell$ poles do not contribute, so the dominant pole is the one for $\ell=1$ lying on the real axis at,

$$
\begin{equation*}
s_{01}=\frac{-4}{2 d+1} \sin ^{2}\left(\frac{\pi / 2}{2 N+1}\right) \approx \frac{-1}{2 d+1}\left(\frac{\pi}{2 N+1}\right)^{2} \tag{5.4-16}
\end{equation*}
$$

so the time constant of the array is,

$$
\begin{equation*}
\tau_{c} \approx(2 d+1)\left(\frac{2 N+1}{\pi}\right)^{2} \tag{5.4-17}
\end{equation*}
$$

or just $(2 d+1)$ times the time constant without coupling delay. (Compare with Eq. (2.2-40).)

Returning now to Eq. (5.4-5), we form the solution for beam-steering by combining two solutions of the form Eq. (5.4-5), one for detuning of the oscillator at $-N$ and one for detuning of the oscillator at $N$, each end of the array.

$$
\begin{align*}
& \tilde{\varphi}(s, x, N)-\tilde{\varphi}(s, x,-N)=\frac{8 \sec h^{-1}\left(\frac{2 e^{-s d}}{s+2}\right)}{(2 N+1) s \sqrt{(s+2)^{2}-4 e^{-2 s d}}} \\
& \times \sum_{n} \frac{\sin \left(\frac{(2 n+1) \pi y}{2 N+1}\right) \sin \left(\frac{(2 n+1) \pi x}{2 N+1}\right)}{\left(\frac{(2 n+1) \pi}{2 N+1}\right)^{2}+\left[\sec h^{-1}\left(\frac{2 e^{-s d}}{s+2}\right)\right]^{2}} \tag{5.4-18}
\end{align*}
$$

To obtain the residues, we define $q(s)$ to be the denominator,

$$
\begin{equation*}
q(s)=\left(\frac{(2 n+1) \pi}{2 N+1}\right)^{2}+\left[\sec h^{-1}\left(\frac{2 e^{-s d}}{s+2}\right)\right]^{2} \tag{5.4-19}
\end{equation*}
$$

and expand in the Taylor series,

$$
\begin{equation*}
q(s) \approx q^{\prime}\left(s_{m, 2 n+1}\right)\left(s-s_{m, 2 n+1}\right)+O\left(\left(s-s_{m, 2 n+1}\right)^{2}\right) \tag{5.4-20}
\end{equation*}
$$

We thus obtain the aperture phase a function of time in the form,

$$
\begin{align*}
& \varphi(\tau, x, N)-\varphi(\tau, x,-N)= \\
& \times \sum_{m, n} \frac{4\left(e^{s_{m, 2 n+1} \tau}-e^{-s_{m, 2 n+1} d / 4}\right)}{(2 N+1) s_{m, 2 n+1}\left[s_{m, 2 n+1} d+(2 d+1)\right]}  \tag{5.4-21}\\
& \times \sin \left(\frac{(2 n+1) \pi y}{2 N+1}\right) \sin \left(\frac{(2 n+1) \pi x}{2 N+1}\right)
\end{align*}
$$

Recall that at each oscillator, $x$ is an integer and that the phase only has physical meaning at these integral values of $x$. As a result, the sum on $n$ need only extend from 0 to $N-1$ because for integral $x$, these terms are equal to those for $n=N+1$ through $2 N$ with the order reversed. Higher order terms in $n$ only affect the phase values between the oscillators and thus are not relevant.

Typically, the time at which the time function becomes non-zero is determined by when the Bromwich contour used in the inverse Laplace transform integral
can be closed in the left half plane, thus enclosing the poles. Prior to that time, the contour may only be closed in the right half plane, and since it encloses no poles there, the solution is zero. This is the usual way in which causality enters such analysis. In this case, however, Eq. (5.4-18) reveals that the contour may be closed in the left half plane beginning at $\tau=-d$. Causality dictates that the solution remain zero until $\tau=0$. Thus, it turns out that the residue sum remains zero even though the contour is closed in the left half plane and only becomes non-zero after $\tau=0$. This is illustrated in Eq. (5.4-21), in which the contour was closed in the left half plane beginning at $\tau=-d / 4$ leading to the $e^{s_{m, 2 n+1} d / 4}$ term. Figure $5-14$ shows the resulting solution for each oscillator of a 21 -element array with coupling delay of two inverse locking ranges. Causality is obviously satisfied regardless of this unusual closing of the contour. Figure $5-15$ shows the same solution extending to later times showing that in steady state the phase increments between oscillators become equal, implying a linear phase progression as needed for beam-steering.

The data in Figs. 5-14 and 5-15 are re-plotted in Figs. 5-16 and 5-17, respectively. Here one may view the aperture phase distribution at all values of time simultaneously.

Finally Fig. 5-18 shows a particular range of time specifically for comparison with Fig. 5-19, which is the same case but with no coupling delay. Pay particular attention to the time scales in these plots.

The point made by comparing Fig. 5-18 with Fig. 5-19 is that the coupling delay of two inverse locking ranges has slowed the response of the array by $2 d+1$ or a factor of five, just as predicted by Eq. (5.4-17).

We now compute the far-zone radiated field when the oscillators in this 21 -element array with coupling delay are used to excite the elements of a phased array with half-wavelength element spacing. The result is shown in Fig. 5-20 where we see beam behavior very similar to that of arrays without delay but slower by $(2 d+1)$.


Fig. 5-14. Phase evolution of the oscillators in a 21-element linear array with coupling delay of two inverse locking ranges. (Reproduced by permission of American Geophysical Union from, [49] ©2008 American Geophysical Union.)


Fig. 5-15. Phase evolution of the oscillators in a 21 -element linear array with coupling delay of two inverse locking ranges over a longer duration. (Reproduced by permission of American Geophysical Union from, [49] ©2008 American Geophysical Union.)


Fig. 5-16. Three dimensional representation of the phase evolution in a 21-element array at early times. (Reproduced by permission of American Geophysical Union from, [49] ©2008 American Geophysical Union.)


Fig. 5-17. Three dimensional representation of the phase evolution in a 21-element array at later times. (Reproduced by permission of American Geophysical Union from, [49] ©2008 American Geophysical Union.)


Fig. 5-18. Phase evolution over 250 inverse locking ranges for a 21 -element array with coupling delay of two inverse locking ranges. (The vertical scale is from -10 to 10 radians as in Fig. 5-19.) (Reproduced by permission of American Geophysical Union from, [49] ©2008 American Geophysical Union.)


Fig. 5-19. Phase evolution over 250 inverse locking ranges for a 21 -element array with no coupling delay. (Reprinted from [38] with permission, ©2000 IEEE.)


Fig. 5-20. Dynamic behavior of the far-zone radiated field for a 21 -element array with coupling delay of two inverse locking ranges. (Reproduced by permission of American Geophysical Union from, [49] ©2008 American Geophysical Union.)

The final value theorem applied to Eq. (5.4-18) gives the steady-state phase distribution as,

$$
\begin{align*}
& \varphi_{s s}(x)=\frac{4}{(N+1)} \sum_{n} \frac{\sin \left(\frac{(2 n+1) \pi y}{N+1}\right) \sin \left(\frac{(2 n+1) \pi x}{N+1}\right)}{\left(\frac{(2 n+1) \pi}{N+1}\right)^{2}}  \tag{5.4-22}\\
& =x \quad \text { for } \quad-N / 2 \leq x \leq N / 2
\end{align*}
$$

and for half-wavelength spacing of the radiating elements, we find that the steady-state beam position is at,

$$
\begin{equation*}
\theta=\sin ^{-1}\left(\frac{\Delta \varphi}{\pi}\right)=\sin ^{-1}\left(\frac{1}{\pi}\right)=18.56^{\circ} \tag{5.4-23}
\end{equation*}
$$

This one-radian inter-oscillator phase difference stresses the linear approximation a bit in that the error in linearizing the sine function is about 19 percent. However, the dynamic behavior is still qualitatively approximated.

In the above analysis a large number of residues are required for early times and very few are required for late times. However, returning to the discrete model, an alternative formulation is available that provides for more efficient computation for early times. Returning to Eq. (5.2-19) and specializing to the present case of a 21-element array, we have that,

$$
\begin{array}{r}
f(s, x)=\frac{1}{s \sqrt{a^{2}-4 b^{2}}}\left[\frac{\left(Q^{x}+Q^{-21} Q^{-x}\right)\left(Q^{-10}+Q^{-21} Q^{10}\right)}{\left(1-Q^{-42}\right)}\right. \\
\left.-\frac{\left(Q^{-10}+Q^{-21} Q^{10}\right)\left(Q^{-x}+Q^{-21} Q^{x}\right)}{\left(1-Q^{-42}\right)}\right]  \tag{5.4-24}\\
=\frac{Q^{10}}{s \sqrt{a^{2}-4 b^{2}}}\left(\frac{1+Q}{1+Q^{21}}\right)\left(Q^{x}-Q^{-x}\right)
\end{array}
$$

where as before, $a_{0}=s+1, a=s+2$, and $b=-e^{-s d}$. We now expand this expression in powers of $-b$, and as before, the inverse Laplace transform of each term in the expansion can be computed analytically. The number of terms required is determined by the time interval over which the response is desired because each term has a delay factor $e^{-p s d}$ where $p$ is the power of $-b$ in the term in the expansion, and $d$ is the coupling delay. So, for sufficiently large $p$, the term will be zero for the interval in question. Thus, in contrast with the eigenfunction expansion, for early times very few terms are required.

This approach was applied to the 21-element array with coupling delay treated earlier, and the results are plotted in Fig. 5-21 for comparison with Fig. 5-14. Interestingly, this power series approach is a bit more flexible in terms of boundary conditions. Recall that without the added half-length coupling lines at each end of the array, the previous method was complicated. Here, however, the use of Eq. $(5.2-20)$ in Eq. $(5.2-19)$ to model an array without the added lines poses no difficulty. The expansion in powers of $b$ proceeds as before and the result is plotted in Fig. 5-22. Notice the difference in the early time ripples due to this alternative boundary condition when compared with Fig. 5-21.


Fig. 5-21. Phase evolution in a 21-element array with coupling delay of two inverse locking ranges via expansion in powers of $b$. (Reproduced by permission of American Geophysical Union from, [49] ©2008 American Geophysical Union.)


Fig. 5-22. Phase evolution via expansion in powers of $b$ for a 21 -element array with coupling delay of two inverse locking ranges but without the added half-length coupling lines at the ends. (Reproduced by permission of American Geophysical Union from, [49] ©2008 American Geophysical Union.)

### 5.5 Conclusion

The primary motivation for this chapter was the issue of causality in coupled oscillator arrays. Because the continuum model leads to a diffusion equation, the response to an excitation always begins immediately regardless of the physical separation of the two. Here, by appropriately introducing a delay factor in the Laplace transforms, we render the solutions causal in that there appears a finite "propagation delay" between the excitation and the response. The result is a more realistic representation of the array response not to mention some rather interesting inverse Laplace transforms encountered along the way.

# Part II: Experimental Work and Applications 

## Chapter 6 <br> Experimental Validation of the Theory

Much of the very early work in coupled oscillators for phased-array applications involved both theory and experiment. Probably the earliest was the work of Karl Stephan in which he studied a linear array of coupled oscillators for beamsteering of a linear array of radiating elements [1]. In his concept, the phasing was controlled by injection locking the end oscillators to signals whose relative phase was controlled with a phase shifter. While still earlier work was published, Stephan points out that it did not involve mutual injection locking, the defining feature of the concepts treated in this book.

### 6.1 Linear-Array Experiments

Stephan's pioneering experiment in 1986 involved three very high frequency (VHF) transistor Colpitts oscillators coupled together by a network of lumped elements. The end oscillators were also injected with external signals derived from a master oscillator signal that was split into two signals, one of which was phase shifted relative to the other by a variable length transmission line (coaxial line stretcher). Stephan measured the oscillator phases with varying amounts of phase shift of the injection signals and verified that the behavior conformed qualitatively to the theory. However, he noted several issues that have persisted throughout the ensuing development of this technology. He noted that manufacturing variation among the oscillators resulting in variation in their free-
running frequencies causes nonuniformity in the array behavior and indicated an appreciation of the fact that in his VHF oscillators this can be compensated for with tuning, but that in a monolithic microwave integrated circuit (MMIC) such adjustment would be more difficult. He did some statistical studies of this issue, and such studies were more recently extended by Wang and Pearson [50]. Their approach to mitigating this problem was to design the oscillator to minimize the phase slope of the open-loop gain. The impact of free-running frequency variation on beam pointing was studied by Shen and Pearson [51]. In his early work Stephan also discussed high-frequency application in spatial power combining and beam-steering, pointing out that there is potential for graceful degradation in the event of oscillator failure. Interestingly, he used a gradual phase shift of the injection signals (as discussed in Section 3.4 above) rather than a step-phase shift in time. The next year, Stephan and Young published theoretical and experimental results concerning two mutually injection-locked oscillators where the coupling was provided by the free-space mutual coupling between the radiating elements excited by them. [3] The coupling was represented by a two-by-two admittance matrix, and the stability of the two modes, even and odd, for the system was treated. The radiation patterns as a function of coupling phase; that is, element separation, showed behavior consistent with the analysis.

Three years later, Robert York, then a student working under Professor Richard Compton at Cornell University, published the results of a study of power combining in mutually injection locked Gunn diode oscillators arranged in a four-by-four planar array with Cartesian coupling [4]. Beam steering, however, was not considered; probably at least partly motivated by the publication by James Mink, the emphasis was on power combining [8]. Shortly thereafter, York and Compton published a description of mode locking in arrays of coupled oscillators [5]. They also described excitation of a linear array of radiating elements with a set of mode-locked oscillators [6]. The experiment described involved three Gunn-diode oscillators at 11 GHz . Although beam-steering is discussed, the concept is not the usual phased-array approach to scanning. Rather, mode locking is used to obtain a train of pulses that continuously scan at a rate determined by the spacing of the spectral lines of the periodic pulse train. (See Section 6.5)

Later in 1992, Hall and Haskins described a two-oscillator element designed for implementation of Stephan's external locking scheme for beam-steering [52]. A four-element array of $2.28-\mathrm{GHz}$ elements was constructed, and beam-steering to 40 deg from normal was demonstrated.

A turning point was reached in 1993 with the publications by York and his student Peter Liao, in a special issue of the IEEE Transactions on Microwave

Theory and Techniques edited by Mink and Rutledge on Quasi-Optical Techniques [53] [28]. The reported analysis and experiment marked the first application of mutually injection-locked oscillator arrays to beam-steering via detuning of the end oscillators and no external injection. Liao and York constructed a four-element linear array of $10-\mathrm{GHz}$ field effect transistor (FET) oscillators driving radiating elements that also served as resonators for the oscillators. Inter-oscillator coupling was due to mutual coupling among these radiating elements and fell in the weak-coupling regime. Beam steering to 15 deg from normal was achieved, and the theoretical and experimental results agreed quite well.

In the same special issue discussed above, Nogi, et al. described analysis and experimental work with strongly coupled Gunn-diode oscillators at 12.45 GHz [17]. They showed analytically that the array could oscillate in a number of modes, only one of which had constant amplitude across the array as might be desirable in excitation of a phased-array antenna, and they suggested that a resistor at the center of each coupling line would favor this desired mode and suppress the others.

By 1994 the use of coupled oscillators to excite phased array antenna elements and steer the radiated beam had become a vital and growing area of research. Liao and York reported a six-element microstrip patch array at 4 GHz that could steer to 40 deg from normal [54]. This array did not depend on mutual coupling between the radiating elements for coupling. Rather, the coupling was achieved with transmission lines connected between neighboring patches. This was the first attempt at decoupling the oscillator array design from the radiating aperture design. Later the same year a similar five-element array was reported that steered from -30 to +40 deg from normal. The associated theoretical treatment was based on a general admittance matrix description of the coupling network [33]. In 1997, a similar coupling scheme was used by Ispir, et al. in demonstrating the first planar array steered via detuning of the edge oscillators [55]. The array was three elements by three elements and coupled in a Cartesian topology. Thus, all but one element are edge elements. The beam was scanned 10 deg in the E plane and 15 deg in the H plane. Experiments with and without half-length coupling lines at the ends of a linear array were conducted, and it was found that the scan range was larger with the added lines. Kagawa, et al. demonstrated beam-steering in arrays with two and three circularly polarized elements [56], and Ispir, et al. experimented with unidirectional coupling in a three element array [55]. They showed that extended inter-oscillator phase range could be had by switching between two different values of coupling phase while steering via detuning the free running frequencies [57]. A very nice compendium of the work prior to 1997 is provided by Lynch, et al. in the book by York and Popovic on power combining [58].

During the development of these oscillator arrays, there was a concern about the phase noise of the oscillators and the possibility that arrays of many oscillators of wide-locking range might have prohibitively large phase noise. As a result an injection signal from an external stable oscillator might be needed. This was investigated by Chang, et al. [59]. Using a five-element array at 8.5 GHz , they demonstrated reduction of the array phase noise to the level of the injection source phase noise near the carrier frequency.

In August of 2000, Pogorzelski, et al. reported a seven-element linear array feeding a radiating aperture consisting of seven microstrip patches at 2.5 GHz [60]. Commercial MMIC voltage-controlled oscillators [Pacific Monolithics PM 2503] were used. This array is shown in Fig. 6-1. The coupling lines are visible on the circuit board as are the shorting bars used to adjust the coupling phase.


Fig. 6-1. Seven-element linear array. (Reprinted from [60] with permission, ©2001 IEEE.)

Initially, tuning of the oscillators was accomplished by using a network analyzer to measure the phase difference between adjacent oscillators, one pair at a time, and adjusting the free running frequencies to achieve the desired phase distribution. This process was impractically time consuming so a multichannel phase comparator system was devised that measured the phase differences between all adjacent oscillators simultaneously. This system consisted of a set of quadrature hybrid couplers and mixers arranged as shown in Fig. 6-2. The oscillator output signals from neighboring oscillators were mixed, and the lower hybrid frequency was at zero frequency. This DC output voltage was taken to be a measure of the relative phase of the oscillator signals. The hybrid couplers introduced a $90-\mathrm{deg}$ phase shift in one of the signals so that zero output voltage from the mixer corresponded to zero relative phase. The output voltages from the mixers were then integrated from the center outward using a virtural instrument implemented in LabView ${ }^{\mathrm{TM}}$ to produce a graphical representation of the aperture phase distribution as shown in Fig. 6-3. The mixer outputs are shown in the bar graph, and the phase distribution is shown in the line graph below.

This seven-element array was evaluated on an antenna measurement range, and the patterns compared with predictions for both unscanned and scanned beams. The results are shown in Fig. 6-4.


Fig. 6-2. Phase measurement system. (Reprinted from [61]
with permission, ©2000 IEEE.)
(a)

(b)


Fig. 6-3. Virtual instrument showing (a) multichannel phase comparator connected to the seven-element array and (b) a screen capture of the virtual instrument computer display. (Reprinted from [62] with permission, ©2006 IEEE.)


Fig. 6-4. Unscanned and scanned beams from the seven-element array with amplitude plotted against angle for unscanned and scanned beams at (a) 0-deg scan angle and (b) 12.84-deg scan angle. (Reprinted from [60] with permission, ©2000 IEEE.)

In Section 3.1 we obtained the transient behavior of the oscillator phases under step detuning of one oscillator. The seven-element array described above was also used to experimentally confirm that result [63]. One oscillator was repeatedly detuned by applying a tuning signal from a pulse generator, and the repeated transient behavior was recorded digitally using a multi-channel oscilloscope. The results, both experimental and theoretical, for detuning one end oscillator are shown in Fig. 6-5. Figure 6-6 shows a similar comparison when one interior oscillator is step detuned.

Recently, preliminary results on coupled oscillator arrays implemented using substrate integrated waveguide technology (SIW) have been reported. Substrate integrated waveguide (SIW) technology allows for compact, low cost, light weight, and high performance implementation of microwave active and passive circuits, including active antennas and coupled oscillator arrays. SIW structures were initially proposed in the mid-1990s [64]. SIWs are waveguide-like structures fabricated by using two periodic rows of metallic vias or slots connecting the top and bottom ground planes of a dielectric substrate. An SIW cavity backed coupled oscillator antenna array, shown in Fig. 6-7 was proposed by Giuppi et al. [65].

SIW strucutres share advantages of both microstrip and waveguide technology [66]. Similarly to planar structures, SIWs are compact, light weight, and cost effective due to the fact that they can be easily fabricated on single substrates using conventional fabrication techniques such as the ones used for their planar counterparts. Similarly to waveguide structures they exhibit increased shielding, low loss, high quality factor, and high power-handling capability. Finally, they allow for high integration by implementing multilayer architectures. SIW technology allows for compact, low cost implementation of coupled-oscillator arrays, suitable for large array configurations.

Giuppi et al. demonstrated a single substrate implementation of a cavity-backed coupled-oscillator antenna array [65]. A two-element slot-array prototype that was implemented is shown in Fig. 6-7. Cavity-backed antennas have received interest due to attractive properties such as isolation, reduction of backward radiation, and surface-wave suppression [67].

Fig. 6-5. E-plane transient response of the seven-oscillator array with one end oscillator step detuned for
(a) experimental results and (b) theoretical results. (Reprinted from [63] with permission, © 2002 IEEE.)

Fig. 6-6. H-plane transient response of the seven oscillator array with one interior oscillator step detuned for
(a) experimental results and (b) theoretical results. (Reprinted from [63] with permission, ©2002 IEEE.)

In the work of Ref. [65], SIW technology was used to fabricate cavity-backed slot-antenna oscillators and additionally control the coupling among the oscillator elements. The effect of the coupling aperture size A on the coupling strength is shown in Fig. 6-8. It was found that a double aperture symmetrically placed around the middle of the cavity wall, such as the one used in Fig. 6-7, leads to a smoother variation of the coupling factor as a function of the aperture size, compared to a single aperture at the center of the cavity wall, and therefore is less sensitive to fabrication tolerances.


Fig. 6-7. Single-substrate two-element cavity backed coupled oscillator antenna array in SIW technology, a) top (active circuit) side, b) bottom (antenna) side, c) passive antenna array. Reprinted with permission from [65]; copyright EurAAP 2010; used with permission.


Fig. 6-8. Coupling factor versus the aperture size between the cavities of Fig. 6-7. Reprinted from [65]; copyright EurAAP 2010; used with permission.

Finally, it is possible to control the oscillation frequency of the active oscillator antenna by varying the resonance frequency of the cavity. This is achieved by removing one of the vias from the cavity wall and placing a varactor diode in the cavity providing a capacitance between the top cavity conductor and the bottom ground conductor. Using this topology a frequency tuning of approximately 2 percent was demonstrated by Giuppi et al. in [68] (Fig. 6-9).

### 6.2 Planar Array Experiments

A planar three-by-three oscillator array was reported by Pogorzelski in 2000 [61]. Recall that Ispir also reported a three-by-three array in 1997 using coaxial transmission line coupling between the radiating elements [55]. However, the 2000 array by Pogorzelski had no radiating aperture Its purpose was to demonstrate phase control by perimeter detuning via a phase diagnostic system similar to that developed for the seven-element linear array. Basically, the linear array diagnostic system was "woven" through the planar array one row at a time, and the computer-based virtual instrument was reprogrammed to display the computed phase values in a planar representation. This array is shown in Fig. 610. The precision potentiometers control the tuning bias of each oscillator.

The phase distributions over the array with various oscillator detuning distributions are shown in Fig. 6-11.


Fig. 6-9. SIW cavity-backed active-oscillator slot antenna with frequency tuning capability. (Reprinted with permission from [68], IET.)


Fig. 6-10. Nine-element planar oscillator array. (Reprinted from [62] with permission, ©2006 IEEE.)


Fig. 6-11. Screen captures of phase distributions for beam-steering in a planar array. (Note: The tonal scale redundantly duplicates the phase vertical scale). (Reprinted from [61] with permission, ©2000, IEEE.)

As discussed earlier, the maximum phase difference between adjacent oscillators is 90 deg , at which value the oscillators lose lock. This limits the attainable beam-steering angle from normal. However, as described by York and Itoh, this range may be extended by frequency multiplication, which also multiplies the phase excursion [40]. To demonstrate this technique, frequency triplers were added to the above nine-element array, and the resulting $8.4-\mathrm{GHz}$ output was used to drive a nine-element micristrip patch array. The aperture phase was inferred by tripling the outputs of the mixers in the slightly more sophisticated diagnostic system shown in Fig. 6-12, and the resulting far-zone radiation patterns were measured on an antenna range. Note that, unlike its predecessor, this diagnostic system uses attenuators to equalize the input amplitudes at the mixers. The measurement set-up is shown in Fig. 6-13 wherein the coaxial line stretchers equalize the phases of the transmission lines to the radiating elements. The resulting measurements are shown in Fig. 6-14 where the " $X$ 's" label a pattern that corresponds to steering 90 degrees from normal which is not achievable without frequency multiplication. Note that this pattern is symmetric indicating that the main lobe points 90 deg to the left while the similar looking lobe on the right is a grating lobe. The element pattern is shown as the dashed curve and indicates why all of the patterns have a null 90 deg from normal. In 2005, Pogorzelski reported construction and demonstration of a five-by-five element planar array using using the same S-band MMIC oscillators used in the
earlier seven-element linear array and microstrip patch radiating elements [70]. This MMIC contained a buffer amplifier at its output, thus isolating the oscillators and patches and completely separating the coupled oscillator array design from the radiating aperture design. In this array, the oscillators were located on one side of a Duroid ${ }^{\mathrm{TM}}$ board, and the patches located on the other with a coaxial pin connecting each oscillator output to the corresponding patch. The phase-measurement system was mounted on a phenolic board for physical support and connected to the oscillators via stripline couplers obviating the need for direct physical connection and rendering the measurement system removable. The assembled array and phase measurement system is shown in Fig. 6-15. The Duroid ${ }^{\mathrm{TM}}$ circuit board is located between the aluminum plate and the phenolic board.


Fig. 6-12. Phase measurement system for the frequency-tripled array. (Reprinted from [69] with permission, ©2004 IEEE.)


Fig. 6-13. Experimental set-up for evaluation of the nine-element frequency tripled planar array. The white box of the lower left picture is enlarged in the lower right picture. (Reprinted from [69] with permission, ©2004 IEEE.)

Fig. 6-14(a). Measured phase distributions and antenna patterns of the nine-element frequency tripled planar array showing E-plane pattern cuts. The vertical axis of the small phase surface plots ranges from -60 to +60 degrees of phase, and the tonal scale reduntantly duplicates this same information. (Reprinted from [69] with permission, ©2004 IEEE.)

Fig. 6-14(b). Measured phase distributions and antenna patterns of the nine-element frequency tripled planar array showing H -plane pattern cuts. The vertical axis of the small phase surface plots ranges from -60 to +60 degrees of phase, and the tonal scale reduntantly duplicates this same information. (Reprinted from [69] with permission, ©2004 IEEE.)


Fig. 6-15. Five-by-five S-band array and phase-measurement system. (Reprinted from [62] with permission, ©2006 IEEE.)
The Duroid ${ }^{\mathrm{TM}}$ board and aluminum plate attached to the measurement fixture are shown in Fig. 6-16. The array of potentiometers controls the power supplied to each oscillator and were used to approach an untapered aperture distribution for the array. Fig. 6-17 shows the assembled array on the measurement range and Fig. 6-18 shows an example measured result for aperture phase distribution and steered beam.

A similar five-by-five element array was reported by Heath, et al. [71] of the Georgia Tech Research Institute (GTRI) using a new phase comparator chip that rendered the phase measurement system much more compact. In fact it was integrated with the oscillator array shown in Fig. 6-19. The GTRI group used a LabView ${ }^{\text {TM }}$-based display sytem very similar to that of Pogorzelski [70]. However, unlike Pogorzelski, GTRI also used a LabView ${ }^{\text {TM }}$ user interace for tuning the oscillators.(See Fig. 6-20.) This GTRI array was similar to the three-by-three frequency tripled array discussed earlier in that the oscillators were connected to the radiating aperture via cables visible in Fig. 6-21 showing the near-field test set-up at GTRI. However, it did not use frequency multiplication as did the three-by-three array. Figure 6-22 displays an example near-field measurement transformed to the far-zone showing the beam steered to -20 deg .


Fig. 6-16. Five-by five oscillator array and radiating aperture on measurement fixture. (Reprinted from [62] with permission, ©2006 IEEE.)


Fig. 6-17. Five-by-five array on the measurement range. (Reprinted from [62] with permission, © 2006 IEEE.)

The ability to electronically control the phase differences among the synchronized elements of a coupled oscillator array by varying the free-running (uncoupled) frequency of each element has been used by Yen and Chu in order to simultaneously scan and control the polarization of a linear antenna array [72].


Fig. 6-18. Five-by-five array (a) Measured aperture phase and (b) Steered beam. (Note: The tonal scale redundantly duplicates the phase information in (a).) (Reprinted from [62] with permission, ©2006 IEEE.)

The block diagram of the proposed architecture is shown in Fig. 6-23. A linear dual linearly polarized patch antenna array of $N$ elements is used as the radiating structure. A two-dimensional coupled oscillator array consisting of two rows of $N$ oscillators is connected to the $2 N$ antenna ports. The phase difference between the oscillator elements within each row is used to generate a
progressive phase distribution and steer the main beam of the array. The phase difference between the two rows controls the phase difference between the two orthogonal polarization states and therefore the polarization of the array. Frequency doublers are used at each oscillator output in order to produce a stable phase variation of up to 360 deg . A prototype consisting of a four element antenna array was successfully demonstrated [72] (Fig. 6-24).


Fig. 6-19. Both sides of GTRI five-by-five oscillator array board. (Reprinted from [71] with permission, ©2005 IEEE.)


Fig. 6-20. Screen captures of the GTRI LabView virtual instrument for tuning (above) and phase measurement (below). (Reprinted from [71] with permission, ©2005 IEEE.)


Fig. 6-21. The GTRI test set-up for near-field measurement of the five-by-five array. (Reprinted from [71] with permission, ©2005 IEEE.)


Fig. 6-22. Far zone steered beam of the GTRI five-by-five array. (Reprinted from [71] with permission, ©2005 IEEE.)


Fig. 6-23. Polarization agile, beam scanning coupled oscillator antenna array architecture. (Reprinted with permission from [72], ©2005 IEEE.)

### 6.3 Receive Array Experiments

As early as 1995 it was suggested by Cao and York that oscillator arrays could be used to steer the beam of a receiving antenna. [73]. The concept is illustrated in Fig. 6-25. Basically, the oscillators are used as local oscillators to down convert the signals received by each of the elements in antenna aperture. The phasing of the local oscillator signals may then be adjusted to cancel the phasing of the element signals due to the angle of arrival of the incident wave. Thus, the phasing of the oscillators as determined by detuning of the end oscillators may be said to steer the receive beam.


Fig. 6-24. Photo of a four-element prototype of the polarization agile, beamscanning coupled oscillator antenna array (H-row = horizontal row and V-row = vertical row). (Reprinted with permission from [72], ©2005 IEEE.)


Fig. 6-25. Receive concept using coupled oscillators.
This concept was demonstrated experimentally by Pogorzelski and Chiha [74] using a 15-element array of L-band oscillators [Modco CM1398MST] coupled
in a linear configuration. In the absence of a receiving aperture, the received signals were simulated using a 16 -way power divider. These $1.95-\mathrm{GHz}$ output signals from the power divider were, of course, in-phase. They were mixed with the $1.265-\mathrm{GHz}$ outputs of the linear array oscillators producing intermediate frequency signals at 685 MHz . These intermediate frequency signals were then combined using another 16 -way power divider in reverse. The testbed set-up is shown in Fig. 6-26 together with a closeup of one of the oscillator circuits. By using only every other oscillator in the array, the maximum phase difference between adjacent local oscillator signals was extended to 180 deg. Thus, only eight signals are combined. The combined output at 685 MHz is plotted versus beam-steering angle in Fig. 6-27. The solid line is the theoretically predicted result. The phase distributions across the array corresponding to points A and B are shown in Fig. 6-28.

This apparatus was also used to demonstrate a very interesting scheme patented by Kott for the reduction of sidelobes [75]. Kott proposed the placement of an additional element at each end of an array positioned and excited so as to provide an interferometer pattern with null spacing matching the null spacing of the sidelobes of the array. Then by properly combining the interferometer signal with the array signal, entire regions of sidelobes could be canceled. It turns out that the receive-array testbed described above provides just the proper phasing of the end elements to achieve this cancelation [76] The concept is shown in Fig. 6-29. The attenuators at each end oscillator permit proper weighting of the interferometer signal relative to the receive array signal to achieve cancelation. Fig. 6-30 shows the output of the intermediate frequency combiner versus beamsteering angle for the center elements (solid), the interferometer pattern of the end elements (short dashes), and the coherent combination of the two (long dashes) showing that the left sidelobe has been removed while the right one has been enhanced. The beamforming capabilities of coupled oscillator arrays are studied in more detail in Chapter 9.


Fig. 6-26. L-band receive array test-bed with close-up of one oscillator. (Reprinted from [62] with permission, ©2006 IEEE.)


- IF Combiner Output

Fig. 6-27. Combined intermediate frequency signal versus receive beam-steering angle for the 15-oscillator L-band array. (Reprinted from [62] with permission, ©2006 IEEE.)


Fig. 6-28. Phase distributions corresponding to the two indicated points $A$ and B in Fig. 6-27. (Reprinted from [62] with permission, ©2006 IEEE.)


Fig. 6-29. Circuit arrangement to implement the Kott scheme using the fifteen element receive array testbed. (Reprinted from [62] with permission, ©2006 IEEE.)
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Fig. 6-30. Pattern plots showing cancelation of the left sidelobe. (Reprinted from [62] with permission, ©2006 IEEE.)

It should be recognized that using the same oscillator array for both transmit and receive poses a certain complexity. This is true because in the proposed receive array, the oscillator signals are used to down convert the signal, so it is the lower hybrid frequency of the mixers that is combined to produce the output. Thus the oscillator phases are subtracted from the phases of the signals received at the array elements. The result is that the receive phasing of the oscillators is the conjugate of the phasing required to transmit a beam in the same direction by using the oscillator signals to excite the elements. If instead the upper hybrid frequency were combined on receive, this would not be the case, but the combining for receive would then be done at approximately twice the oscillator frequency rather than at a low intermediate frequency.

In closing this section on receive arrays it should be noted that an array of selfoscillating mixers when properly coupled is synchronized in frequency forming a coupled oscillator array. Coupled self-oscillating mixer (SOM) arrays have been used in retro-directive array applications such as the work by Shiroma et al. [77]. Additionally, the use of coupled SOM arrays in receive phased-array applications has been investigated by Sanagi et al. [78] and ver Hoeye et al. [79]. The array topology proposed in Ref. [78] is shown in Fig. 6-31.


Fig. 6-31. Coupled self-oscillating mixer array. (Copyright ©2005 IEICE [78].)
The SOM element consists of an amplifier and a branch line coupler providing the necessary feedback to obtain the oscillation. A varactor diode in the
feedback loop is used to provide frequency tuning of the individual SOM element. A linear array is considered where the various elements are unilaterally coupled using directional couplers. The RF signal at 17.1 GHz is mixed with the second harmonic of the SOM circuit at 8.5 GHz in order to obtain an IF output at 100 MHz . The SOM array is synchronized to an external injection signal coupled to one of the edge array elements. Sub-harmonic mixing using the second harmonic component results in phase tuning capability of 360 deg. The IF outputs of the SOM array elements are combined using a power combiner. Small prototypes of two and three elements were used to demonstrate the beamsteering capabilities of the proposed architecture. The antenna elements are placed 14.12 millimeters ( mm ) apart which corresponds to approximately $0.8 \lambda_{o}$ at 17.1 GHz . As a result, the maximum beam scanning angle that can be achieved by this topology is 38.4 deg . Measured radiation patterns of a three element array are shown in Fig. 6-32.


Fig. 6-32. Measured radiation patterns of three-element coupled SOM array. (Copyright ©2005 IEICE [78].)

Radiation patterns were obtained for different (free-running) frequency difference values between the array elements. Variation of the free-running frequency of the synchronized array elements results in variation of the relative
phase among the elements. The frequency difference between successive array elements is experimentally mapped to the inter-element phase difference according to Fig. 6-33. As an example, a frequency difference of 28 MHz corresponds to the in-phase state leading to a radiation pattern with a main beam along the broadside direction.

Finally, a four-element receive SOM array was demonstrated by ver Hoeye et al. in Ref. [79]. The circuit topology is shown in Fig. 6-34, followed by the implemented prototype in Fig. 6-35. Each array element is an SOM circuit designed by the authors in [80] and described in Section 8.7. An input RF signal of 11.25 GHz is mixed with the third harmonic of the oscillator at 3.25 GHz , producing an IF output at 1.5 GHz . Using the third harmonic in the mixing product allows for a theoretical phase-tuning range of 540 deg for an individual externally injection locked SOM element. In the proposed circuit topology, an external injection locking signal is applied to all SOM elements using a Wilkinson power-divider network. The SOM elements are not coupled to each other directly; therefore, the array topology can be visualized as a star network where the external injection signal synchronizes all array elements. Each oscillator is connected to a patch anrtenna and the array outputs are combined using an IF Wilkinson combiner network. A measured beam-scanning range of 23.5 deg was reported.


Fig. 6-33. Array element phase difference versus frequency detuning. (Copyright ©2005 IEICE [78].)


Fig. 6-34. Four-element coupled SOM array block diagram (HSOM = harmonic self-oscillating mixer; VNA = vector network analyzer; VSA = vector signal analyzer). (Adapted from and used with permission [79], ©2009 IEEE.)

### 6.4 Phase Noise

Throughout the early development of coupled oscillator arrays there was a concern about stability in terms of phase noise. It was recognized that phase control can be enhanced by designing oscillators to have wide locking range because by this means the phase change for a given change in VCO tuning bias is reduced. However, associated with this wider locking range will be lower oscillator $Q$ and an increase in phase noise. Thus, means were sought to mitigate this situation. For example, Chang, et al. were able to double the locking range of a VCO while reducing the phase noise below that expected for such a wide locking range by means of an amplified feedback path [81]. Zheng, et al. reduced the phase noise of an individual oscillator by coupling it to a resonant cavity [82]. Similarly, Colwell and Pearson achieved enhanced locking range via passive feedback [83].


Fig. 6-35. Four-element coupled SOM array implementation. (Reprinted with permission from [79], ©2009 IEEE.)

Aside from the internal design of the oscillators, phase noise is inherently reduced via the coupling and mutual injection locking of a number of oscillators countering the phase noise associated with wide locking range. This phenomenon was studied by Chang, et al. who verified theoretically and experimentally that mutually injection locking $N$ oscillators results in an $N$-fold reduction in phase noise relative to that of a single one of the oscillators by itself. [84] (See Fig. 6-36.) This happens because the noise signals of the oscillators are incoherent, whereas the carriers are coherent by virtue of the locking. Thus, the carrier voltages add resulting in output power $\mathrm{N}^{2}$ times that of a single oscillator, whereas the noise powers add resulting in noise power only N times that of a single oscillator. They also showed that the noise increases near the edges of the locking range and reported that no corresponding reduction in phase noise results if the inter-oscillator coupling is unidirectional. An overview of phase noise analysis of coupled-oscillator arrays is presented in Section 7.10.

Recently, a significant decrease in phase noise with increasing coupling strength into the strong coupling regime was reported by Seetharam and Pearson [19]. Interestingly, the behavior of coupled oscillators has been proposed as an alternate means of measuring phase noise rather than the use of a delay line discriminator. [85]

A common method of reducing phase noise is injection locking with a signal from a quiet (stable) external oscillator. As mentioned earlier in Section 6.1, this approach has been investigated in the context of arrays of coupled oscillators by Chang, et al. [59]. They theoretically investigated injection of one or of all of the oscillators and experimented with injection of the center oscillator of a five element array of X-band metal semiconductor field-effect transistor (MESFET) VCOs. They found that near the carrier frequency the noise is reduced to the level of the injection signal, while far from the carrier frequency it reverts to that of the array without external injection. The experimental results are shown in Fig. 6-37.

Dussopt and Laheurt designed a four-element array in a two-by-two configuration using unidirectional coupling to produce circular polarization at 4 GHz . [86] They reported that this configuration produced the expected factor of four reduction in phase noise, but that with unidirectional coupling, this reduction is independent of the coupling phase [87]. Yang, et al. fabricated and tested a similar four-element ring array of linearly polarized elements using bi-directional coupling via lumped capacitors to produce circular polarization at 4.4 GHz [88]. They also experimented with an external injection locking signal.


Fig. 6-36. Phase noise of coupled oscillators. (Reprinted with permission from [84], ©1997 IEEE.)


Fig. 6-37. Phase noise of externally injected coupled oscillators. Reprinted with permission from [59]. (©1997 IEEE.))

### 6.5 The Unlocked State

In the early days of research in microwave coupled oscillators for antenna applications, when spatial power combining was the primary objective, York and Compton observed a phenomenon closely related to mode locking in lasers [5]. The laser cavity supports a large number of modes of oscillation equally spaced in resonant frequency. By modulating a parameter such as the cavity $Q$ at a frequency equal to the mode spacing, these modes can be coupled so that the phases of the oscillations become coherent. Under such conditions the sum of the modal signals form a Fourier series, and the laser output becomes a periodic sequence of equal-amplitude pulses. The energy in each pulse is proportional to the square of the number of modes summed because the combining is coherent. York and Compton showed that a similar effect occurs in a coupled oscillator array if the mutually injection-locked state discussed here in connection with beam-steering is avoided. In their array, the oscillators were tuned to a set of equally spaced frequencies separated by more than the locking range. Thus, the spectrum of the resulting spatially combined signal consists of a finite number of equally spaced spectral lines, one for each oscillator. The spectral lines are evenly spaced and tend to remain that way. This may be understood on an intuitive level by recalling that the spectrum of an injected but unlocked oscillator has the form shown in Fig. 1-2. In the limit of injection frequency far from the free-running frequency of the oscillator, the line spacing of the
unlocked spectrum is approximately equal to the difference between the injection frequency and the free-running frequency. That is,

$$
\begin{equation*}
\sqrt{\Delta \omega_{i n j}^{2}-\Delta \omega_{l o c k}^{2}} \approx \Delta \omega_{i n j} \tag{6.5-1}
\end{equation*}
$$

Thus, because the injection signals come from the nearest neighbors, this means that the line spacing of the unlocked spectra is approximately equal to the difference in the free-running frequencies of the neighboring oscillators. In effect then, the oscillators each lock to a line of the unlocked spectrum of their neighbors, and the line spacing of the array becomes uniform. The stability of such mode-locked states has been studied in some detail by Lynch and York [89]. Note that as the differences in the tuning of the neighboring oscillators approach the locking range, the approximation Eq. (6.5-1) fails, the line spacing approaches zero, and the array becomes mutually injection locked, producing a monochromatic output. Maintenance of the mode-locked condition requires that mutual injection locking be avoided. As described in Section 1.4, the locking range can be controlled by adjusting the coupling phase, and in fact, if the coupling phase is 90 deg, the locking range becomes zero, and mutual injection locking is precluded. Thus, from a mode-locking perspective, a $90-\mathrm{deg}$ coupling phase is to be preferred as noted by Lynch and York [89] [90].

One may view the finite line spectrum of the combined output as an infinite line spectrum filtered by a bandpass filter passing only the lines corresponding to the range of oscillator tunings. From Fourier theory, the corresponding time function will be an infinite sequence of equally spaced pulses whose shape is the inverse Fourier transform of the filter bandpass characteristic. For example, if the filter is a square pulse in frequency, the temporal pulses will be sinc functions. York and Compton demonstrated this with an array of three oscillators [5].

A few months later, York and Compton published additional results showing that, when a mode-locked array of oscillators is used to feed a linear array of radiating elements, the resulting beam scans as a function of time [6]. This is a consequence of the fact that the radiating elements are fed with slightly differing frequencies. The frequency differences may be viewed as relative phases changing linearly with time. Thus, the inter-element phasing of the array of elements changes linearly with time, resulting in a beam that scans with time. The repetition rate of the scan is just the period of the pulse output of the array, and at any given angle in the far-zone pattern, the received signal will repeat temporally with this same period as the beam repeatedly scans past that angle.

More recently, the unlocked state of such arrays has been studied as a generator of a chaotic output signal. The array is controlled by modulation of the coupling parameters with the objective of embedding information in the transitioning of the signal between the various unstable periodic orbits [91].

As indicated by York and Itoh [40], all of the phenomena observed for coupled voltage controlled oscillators (VCOs) may also be produced by coupled phaselocked loops (PLLs); one merely has more design flexibility when using PLLs. Section 7.12 contains an introduction to the analysis of coupled phase-locked loops. These principles were demonstrated in a two-element array by Martinez and Compton [92]. This also holds true for mode-locked arrays [93].

### 6.6 Conclusion

In this chapter we have outlined the experimental work leading to the current level of understanding of the design and fabrication of coupled-oscillator arrays and associated radiating apertures and their performance characteristics. Of course the work has continued as we write, and much of the most recent work severely taxes the capabilities of the linear approximation in explaining the results. Thus, the current trend favors full nonlinear design and analysis. While more complex, such an approach more accurately describes the expected behavior and permits exploitation of the nonlinear effects. These are aspects discussed in Part III of this book.

## Part III: Nonlinear Behavior

## Chapter 7 <br> Perturbation Models for Stability, Phase Noise, and Modulation

The complex dynamics of coupled-oscillator arrays lead to the existence of a multitude of steady-state solutions. In addition to finding or selecting a desired steady-state solution, one further needs to guarantee its stability. In this section, perturbation methods are described that allow the designer to examine both the existence as well as the local stability of the various steady-state solutions of coupled oscillator arrays. An introduction to stability analysis of nonlinear dynamical systems is presented [94], followed by its application to coupled oscillator systems [95] [96].

The perturbation nature of noise, leads to phase-noise analysis methods that are closely related to the formulation used in the stability analysis. Analytical models are presented that demonstrate the attractive properties of coupled interinjection locked oscillator systems, among them improved phase-noise performance compared to single elements [97].

A straightforward application of coupled-oscillator arrays has been in powercombining arrays where, by controlling the phase shift within an array of synchronized oscillator elements, one can direct the radiated beam towards a desired direction taking advantage of free-space power combining and eliminating the use of lossy power-combining networks. The simple topologies associated with such arrays have led to their consideration in communication
system applications where one introduces modulation into the oscillator signals [ 98,99 ]. Thus, methods to introduce modulation in such arrays are presented. These architectures are distinguished from mixer-oscillator arrays where the modulation is not applied in the oscillator signal. Finally, an introduction to the analysis of coupled phase-locked loops is provided.

### 7.1 Preliminaries of Dynamical Systems

We have demonstrated in Part I of this book that coupled-oscillator arrays are able to synchronize in frequency while maintaining a fixed distribution of the relative phases between their elements, and that, despite the complex nature of their dynamics, there are simple methods to control the phase relationships among the array elements, which require a small number of control parameters. It was also demonstrated that as the number of elements increases, there exist many different synchronized solutions, with different ensemble frequency values and different phase distributions. In order to be able to study the behavior of the various solutions as selected parameters of the array are varied, we must first provide a theoretical framework from nonlinear dynamical system theory. This will allow us to classify the types of the solutions and the phenomena that lead to creation or elimination of solutions as well as to changes in the solution stability.

In this section, principles of stability analysis of nonlinear dynamical systems are presented. The theory can be found in standard literature on dynamical systems [100] [101] and nonlinear differential equations [94].

Following Parker and Chua [101] an autonomous continuous time dynamical system is described by the system of differential equations

$$
\begin{equation*}
\dot{x}=f(x) \tag{7.1-1}
\end{equation*}
$$

where the $N$-dimensional vector $\boldsymbol{x} \in \mathbb{R}^{N}$ contains the state variables of the system, and $\boldsymbol{f}(\boldsymbol{x}): \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ is the vector field describing the dynamics of the system. The order of system Eq. (7.1-1) is $N$. An initial condition $\boldsymbol{x}\left(\boldsymbol{t}_{\boldsymbol{o}}\right)=\boldsymbol{x}_{\boldsymbol{o}}$ is assumed, where typically $t_{o}=0$ is set, since the vector field does not depend explicitly on time.

In contrast, a non-autonomous continuous time dynamical system is described by a system of equations of the form

$$
\begin{equation*}
\dot{x}=f(x, t) \tag{7.1-2}
\end{equation*}
$$

where the vector field depends explicitly on time. A non-autonomous system with period $T$ can be expressed in the format of Eq. (7.1-1) by extending the state vector by one more dimension $\theta$ defined by $\dot{\theta}=2 \pi / T$, with
$\theta\left(t_{o}\right)=2 \pi t_{o} / T$. In the following a dynamical system defined by Eq. (7.1-1) will be considered. A solution of Eq. (7.1-1) for a given initial condition is called a trajectory or orbit.

A free-running oscillator and a coupled-oscillator array are autonomous dynamical systems. They become non-autonomous when an external injection source is present.

A steady state is the asymptotic behavior of a dynamical system governed by (7.1-1) when $t \rightarrow \infty$, when the transient behavior has decayed to zero. A steady state is also called a limit set. The mathematical definition of a limit set includes the asymptotic behavior of a dynamical system both as time progresses forward $(t \rightarrow+\infty)$ and backward $(t \rightarrow-\infty)$, distinguishing between $\omega$-limit sets and $\alpha$-limit sets, respectively.

Steady states can be classified into four different types, equilibrium points, periodic solutions, quasi-periodic solutions, and chaotic solutions.

Equilibrium points $x_{o}$ correspond to the solution of

$$
\begin{equation*}
f\left(x_{o}\right)=0 \tag{7.1-3}
\end{equation*}
$$

An equilibrium point is the DC solution of an oscillator circuit.
A periodic solution $x_{o}(t)$, is a solution of Eq. (7.1-1) that has a minimum period $T$, such as

$$
\begin{equation*}
\boldsymbol{x}_{\boldsymbol{o}}(t+T)=\boldsymbol{x}_{\boldsymbol{o}}(t) \tag{7.1-4}
\end{equation*}
$$

for every $t$. A periodic solution of an autonomous system is also called a limit cycle.

A quasi-periodic solution is a solution that is equal to a countable sum of periodic solutions with non-commensurate periods, in other words:

$$
\begin{equation*}
x_{o}(t)=\sum_{i=1}^{M} h_{i}(t) \tag{7.1-5}
\end{equation*}
$$

where $\boldsymbol{h}_{\boldsymbol{i}}(t)$ are periodic solutions with minimum period $T_{i}$. The various frequencies $f_{i}=1 / T_{i}$ form a linearly independent set of dimension $p$ with $1<p \leq M$.

Finally, any bounded steady-state behavior that cannot be classified in one of the previous types is a chaotic steady state.

An $N$-dimensional dynamical system can be efficiently analyzed using a Poincare map [101] [102]. The Poincare map is a transform that maps an $N$-dimensional continuous system to an $(N-1)$ dimensional discrete time system. This is illustrated in Fig. 7-1. Let us consider a continuous time autonomous dynamical system described by Eq. (7.1-1), which has a periodic solution denoted by $L$. At some point $\boldsymbol{x}_{\boldsymbol{o}}$ of the periodic orbit, we define locally a cross-section $\Sigma$ that is a surface of dimension $N-1$ intersecting $L$ at a nonzero angle. The periodic orbit returns to the point $\boldsymbol{x}_{\boldsymbol{o}}$ on the cross-section $\Sigma$ every T second. The sequence of points on the cross-section defines a discrete time system, which is equivalent to the original continuous time system. Furthermore, the limit cycle of an $N$-dimensional dynamical system is represented by a point on an $N-1$ dimensional surface. The reader is referred to the literature for a precise mathematical definition of a Poincare map for both cases of an autonomous and a non-autonomous system [101] [102]. It should be noted that the computation of a Poincare map for autonomous systems is complicated by the fact that the period of the limit cycle is not known a-priori; whereas in the case of non-autonomous systems, the sampling period $T$ is known in advance due to the explicit dependence of Eq. (7.1-2) in time.

Having provided the fundamental definitions related to dynamical systems, and the various types of existing solutions, the stability analysis of these solutions is presented in the next section.


Fig. 7-1. Poincare map of a periodic orbit.

### 7.1.1 Introduction to Stability Analysis of Nonlinear Dynamical Systems

There exist different types of stability. For the precise mathematical definitions and types of stability, the reader is referred to the literature [94] [101]. For the purposes of this work, a rather qualitative definition is provided. A steady state $\boldsymbol{x}_{\boldsymbol{o}}$ is (Lyapunov) stable if and only if there exists a neighborhood $V$ of $\boldsymbol{x}_{\boldsymbol{o}}$ such that every trajectory with initial condition $\boldsymbol{x} \in V$ remains within $V$ at all times $t>0$. Furthermore, a steady state is asymptotically stable if and only if there exists a neighborhood $V$ of $\boldsymbol{x}_{\boldsymbol{o}}$ such that every trajectory with initial condition $\boldsymbol{x} \in V$ reaches arbitrarily close to $\boldsymbol{x}_{\boldsymbol{o}}$ given enough time $t>0$. In other words, the $\omega$-limit set of any initial condition within $V$ is $\boldsymbol{x}_{\boldsymbol{o}}$. Conversely, a steady state $\boldsymbol{x}_{\boldsymbol{o}}$ is unstable if there exists a neighborhood $V$ of $\boldsymbol{x}_{\boldsymbol{o}}$ such that $\boldsymbol{x}_{\boldsymbol{o}}$ is the $\alpha$-limit set of all initial conditions in $V$. Finally, a steady state $\boldsymbol{x}_{\boldsymbol{o}}$ is called non-stable if for every neighborhood $V$, there exists at least one point whose $\omega$-limit set is $\boldsymbol{x}_{\boldsymbol{o}}$ and one point whose $\alpha$-limit set is $\boldsymbol{x}_{\boldsymbol{o}}$.

### 7.1.2 Equilibrium Point

The stability of an equilibrium point $\boldsymbol{x}_{\boldsymbol{o}}$ is examined by considering the linear perturbation of the vector field $\boldsymbol{f}(\boldsymbol{x})$ at $\boldsymbol{x}_{\boldsymbol{o}}$. The eigenvalues of the Jacobian $\boldsymbol{J}\left(\boldsymbol{x}_{\boldsymbol{o}}\right)$ of the vector field determine the stability of the solution.

$$
\begin{equation*}
\delta \dot{x}=\frac{d f}{d x_{o}} \delta x=J\left(x_{o}\right) \delta x \tag{7.1-6}
\end{equation*}
$$

with $\boldsymbol{\delta} \boldsymbol{x}(\mathbf{0})=\boldsymbol{\delta} \boldsymbol{x}_{\mathbf{0}}$ representing an initial perturbation from $x_{o}$. The solution of the linear differential equation Eq. (7.1-6) generally takes the form

$$
\begin{equation*}
\boldsymbol{\delta} \boldsymbol{x}(\boldsymbol{t})=\sum_{i=1}^{N} c_{i} e^{\lambda_{i} t} \boldsymbol{a}_{\boldsymbol{i}} \tag{7.1-7}
\end{equation*}
$$

where $\lambda_{i}$ and $\boldsymbol{a}_{\boldsymbol{i}}$ are the eigenvalues and eigenvectors of $\boldsymbol{J}\left(\boldsymbol{x}_{\boldsymbol{o}}\right)$, respectively. The constants $c_{i}$ are determined by the initial condition $\boldsymbol{\delta} \boldsymbol{x}_{\mathbf{0}}$.

For a given $N$-dimensional vector field $\boldsymbol{f}(\boldsymbol{x})$ the $N \times N$ Jacobian matrix $\boldsymbol{J}$ has $N$ eigenvalues. An equilibrium point whose eigenvalues do not have a real part equal to zero is called hyperbolic. If all eigenvalues have negative real parts, the point $\boldsymbol{x}_{\boldsymbol{o}}$ is asymptotically stable. Correspondingly, if there exists one eigenvalue with a positive real part, $\boldsymbol{x}_{\boldsymbol{o}}$ is unstable. Finally, if there exists one eigenvalue with a real part equal to zero, the equilibrium point is nonhyperbolic, a condition that is equivalent to the determinant of $\boldsymbol{J}$ being equal to zero, and the eigenvalues of $\boldsymbol{J}$ are not sufficient to determine its stability.

In the case of an $N=2$-dimensional system, the Jacobian matrix has two eigenvalues $\lambda$, which satisfy the following characteristic equation [102]

$$
\begin{equation*}
\lambda^{2}-\sigma \lambda+\Delta=0 \tag{7.1-8}
\end{equation*}
$$

where $\sigma$ is the sum and $\Delta$ the product of the two eigenvalues. The classification of the hyperbolic equilibrium points and their stability for different values of $\lambda$ is shown in Fig. 7-2 [102].

### 7.1.3 Periodic Steady State

In order to determine the stability of a periodic solution $\boldsymbol{x}_{\boldsymbol{o}}(t)$ the linear perturbation of Eq. (7.1-1), also called a linear variational equation, with respect to the time varying $\boldsymbol{x}_{\boldsymbol{o}}(t)$ is formed, leading to a system of linear differential equations with periodic coefficients.

$$
\begin{equation*}
\delta \dot{x}=\frac{d f(t)}{d x_{o}} \delta x=J\left[x_{o}(t)\right] \delta x \tag{7.1-9}
\end{equation*}
$$

with $\boldsymbol{\delta} \boldsymbol{x}(0)=\boldsymbol{\delta} \boldsymbol{x}_{\mathbf{0}}$ and for $\boldsymbol{J}\left[\boldsymbol{x}_{\boldsymbol{o}}(t+T)\right]=\boldsymbol{J}\left[\boldsymbol{x}_{\boldsymbol{o}}(t)\right]$.

## Eigenvalues Equilibrium Stability

$\rightarrow \uparrow^{\operatorname{lm}\{\lambda\}} \operatorname{Re}\{\lambda\} \quad$ node $\quad$ stable
$\xrightarrow[\bullet]{\bullet} \uparrow^{\operatorname{Im}\{\lambda\}} \operatorname{Re}\{\lambda\} \quad$ focus $\quad$ stable
$\rightarrow \uparrow^{\operatorname{lm}\{\lambda\}} \operatorname{Re}\{\lambda\} \quad$ saddle $\quad$ unstable


Fig. 7-2. Hyperbolic equilibria of a two-dimensional system.

The solution of Eq. (7.1-6) is derived using Floquet theory [94]

$$
\begin{equation*}
\boldsymbol{\delta} \boldsymbol{x}(t)=\sum_{i=1}^{N} c_{i} m_{i}^{\frac{t}{T}} \boldsymbol{p}_{\boldsymbol{i}}(t)=\sum_{i=1}^{N} c_{i} e^{\lambda_{i} t} \boldsymbol{p}_{\boldsymbol{i}}(t) \tag{7.1-10}
\end{equation*}
$$

where $m_{i}$ are the Floquet multipliers and $\boldsymbol{p}_{\boldsymbol{i}}(t)$ are periodic vector functions. The Floquet exponents $\lambda_{i}$ are related to the multipliers by

$$
\begin{equation*}
m_{i}=e^{\lambda_{i} T} \tag{7.1-11}
\end{equation*}
$$

It is seen from Eq. (7.1-11) that there is not a unique mapping between multipliers and exponents, as adding to any exponent a complex factor $j k 2 \pi / T$ with $k$ an arbitrary integer results in the same multiplier.

The stability of $\boldsymbol{x}_{\boldsymbol{o}}(t)$ is determined by the Floquet multipliers $m_{i}$. They can be calculated by direct integration of Eq. (7.1-9) for one period $T$ with initial condition $\boldsymbol{\delta} \boldsymbol{x}(0)=\boldsymbol{I}_{\boldsymbol{N}}$ where $\boldsymbol{I}_{\boldsymbol{N}}$ is the identity diagonal square matrix of dimension $N$. The result of the integration is the monodromy matrix $C$ whose eigenvalues are the desired Floquet mutlipliers $m_{i}$ [94].

A periodic solution $\boldsymbol{x}_{\boldsymbol{o}}(t)$ of an autonomous system has at least one Floquet multiplier with magnitude equal to 1 , or equivalently a Floquet exponent equal to zero. Furthermore, a periodic solution $\boldsymbol{x}_{\boldsymbol{o}}(t)$ is stable if the remaining multipliers have a magnitude less than one $\left(\left|m_{i}\right|<1\right)$. Correspondingly, if one multiplier with magnitude larger than 1 exists, the solution is unstable.

### 7.1.4 Lyapunov Exponents

The Lyapunov exponents are defined as follows

$$
\begin{equation*}
\mu_{i}=\lim _{t \rightarrow \infty} \frac{1}{t} \ln \left|e^{\lambda_{i} t}\right| \tag{7.1-12}
\end{equation*}
$$

and can be considered a generalization of both the characteristic eigenvalues of the equilibrium point and the Floquet multipliers of the periodic steady state [101]. In fact, the Lyapunov exponents can be used to determine the stability of quasi-periodic and chaotic steady-state solutions.

One can easily see from Eq. (7.1-7) that the Lyapunov exponents of the equilibrium point correspond to the real part of the characteristic eigenvalues.

$$
\begin{equation*}
\mu_{i, e q}=\operatorname{Re}\left\{\lambda_{i}\right\} \tag{7.1-13}
\end{equation*}
$$

Correspondingly the Lyapunov exponents of the periodic steady state are equal to the natural logarithm of the magnitude of the Floquet multipliers divided by
the period of the solution which is equal to the real part of the Floquet exponents.

$$
\begin{equation*}
\mu_{i, p s s}=\frac{\ln \left|m_{i}\right|}{T}=\operatorname{Re}\left\{\lambda_{i}\right\} \tag{7.1-14}
\end{equation*}
$$

### 7.2 Bifurcations of Nonlinear Dynamical Systems

A dynamical system described by Eq. (7.1-1), in practice depends on a set of parameters $\xi$ of dimension $k\left(\xi \in \mathbb{R}^{k}\right)$ which enter the definition of the vector field

$$
\begin{equation*}
\dot{x}=f(x, \xi) \tag{7.2-1}
\end{equation*}
$$

A parameter corresponds to some circuit control voltage or bias voltage/current or any other physical parameter such as the dimension of a transmission line. As the parameter vector varies, the solutions of Eq. (7.2-1) change. The change of stability of a specific steady-state solution, the creation of new steady-state solutions or elimination of existing ones, as one or more parameters of a nonlinear system vary is called a bifurcation [100,102]. The corresponding parameter values for which a bifurcation occurs are called bifurcation values. A bifurcation diagram is a plot of a selected state variable(s) corresponding to a limit set versus the system parameter(s). An example of a bifurcation diagram is the plot of the DC voltage at a selected circuit node or the oscillation amplitude versus the external bias voltage of the oscillator. Bifurcations are classified into local and global. Local bifurcations are detected by studying the vector field $f$ in a neighborhood of a limit set. In contrast, local information is not sufficient to detect global bifurcations. Typically in this book we study systems where one parameter is varied $(k=1)$.

### 7.2.1 Bifurcations of Equilibrium Points

Let us consider such a continuous time system with one parameter that has a hyperbolic equilibrium point. As the parameter varies, there are two ways that a hyperbolic point can become non-hyperbolic. In the first one, a simple real eigenvalue becomes zero $\left(\lambda_{1}=0\right)$. In this case the system is going through a bifurcation known as fold bifurcation. Fold bifurcation is also known as turning-point or saddle-node bifurcation. In a fold bifurcation the equilibrium point curve presents an infinite slope at the parameter value $\xi=\xi_{o}$ where one real eigenvalue becomes zero. This is seen in the bifurcation diagram of a onedimensional system shown in Fig. 7-3.


Fig. 7-3. Fold bifurcation.
The infinite slope at $\xi_{o}$ corresponding to a real zero eigenvalue leads to a folding, a turning point of the solution curve. For larger values of the parameter $\xi>\xi_{o}$ no solutions exist, whereas for $\xi<\xi_{o}$ two solutions exist. In fact, one solution branch contains stable nodes indicated by a solid line, whereas the other unstable (saddle) solutions, and this is indicated by a dotted line [102]. In the case of a one-dimensional system, the unstable solution is a node, whereas in the general case it is a saddle. At the critical value $\xi=\xi_{o}$, the node and saddle collide, hence the name saddle-node bifurcation.

In the second case, a pair of simple complex eigenvalues fall on the imaginary axis $\left(\lambda_{o}= \pm j \omega_{o}\right.$ with $\left.\omega_{o}>0\right)$. In this case, the system undergoes a Hopf bifurcation, and a limit cycle is born or is extinguished. It is straightforward to see that a Hopf bifurcation requires that the system be at least second order ( $n \geq 2$ ).

An example of a Hopf bifurcation in a two-dimensional system is shown in Fig. 7-4. In a supercritical Hopf bifurcation (Fig. 7-4 a), a stable limit cycle is born as the parameter goes through the bifurcation value $\xi_{o}$. At the same time the stable equilibrium solution becomes unstable. In subcritical Hopf bifurcation (Fig. 7-4 b), an unstable limit cycle is created while an unstable equilibrium point becomes stable.


Fig. 7-4. Hopf bifurcation, a) supercritical, b) subcritical.

### 7.2.2 Bifurcations of Periodic Orbits

Correspondingly, a hyperbolic limit cycle is a limit cycle that does not have any Floquet multipliers with magnitude equal to one [102]. A periodic steady state of an autonomous system has one Floquet multiplier equal to one, and therefore, it is hyperbolic if the remaining multipliers do not have magnitude equal to one.

Given a periodic steady state with frequency $\omega=2 \pi / T$, there exist three types of bifurcations for one-parameter systems [102], corresponding to three distinct possibilities that a multiplier crosses the unit cycle as the parameter is varied, shown in Fig. 7-5.

In the fold bifurcation (Fig. 7-5 a), a real multiplier takes the value $m=1$. In this case the frequency of the limit cycle remains the same, something that can be inferred from Fig. 7-5 a) and Eq. (7.1-10), which describes the linear perturbation of the dynamical system around the periodic steady state. A Floquet multiplier equal to 1 leads to a perturbation that evolves as

$$
\begin{equation*}
\boldsymbol{\delta} \boldsymbol{x}(t)=c e^{j \omega t} \boldsymbol{p}(t) \tag{7.2-2}
\end{equation*}
$$

with $n$ integer and therefore it does not perturb the oscillation frequency of the system. A fold bifurcation leads to a change in the stability of the periodic steady-state solution, much as the fold bifurcation of an equilibrium point does for the equilibrium point.


Fig. 7-5. Bifurcations of periodic orbits, a) fold, b) flip, and c) Neimark-Sacker bifurcation.

A flip bifurcation occurs when the multiplier becomes $m=-1$ (Fig. 7-5 b). In contrast to the fold bifurcation a flip bifurcation leads to the existence of a new limit cycle whose oscillation frequency is half of the original one. Due to this fact, a flip bifurcation is also known as a period-doubling bifurcation. The contribution to the linear variational equation of the $m=-1$ multiplier is

$$
\begin{equation*}
\boldsymbol{\delta} \boldsymbol{x}(t)=c e^{j \frac{\omega}{2} t} \boldsymbol{p}(t) \tag{7.2-3}
\end{equation*}
$$

where one can observe the appearance of a term with a frequency half of the original one.

Finally, in a Neimark-Sacker or torus bifurcation, a pair of complex conjugate multipliers appear on the unit cycle (Fig. 7-5 c). As a result a new frequency, which is not harmonically related to the orininal one, appears in the system, leading to the onset of a quasi-periodic solution. The contribution to the linear variational equation of this Floquet multiplier is expressed as

$$
\begin{equation*}
\boldsymbol{\delta} \boldsymbol{x}(t)=c e^{j v \omega t} \boldsymbol{p}(t) \tag{7.2-4}
\end{equation*}
$$

where $v$ is not an integer.

### 7.3 The Averaging Method and Multiple Time Scales

The averaging method is typically used to analyze the periodic steady-state solutions of weakly nonlinear systems

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\varepsilon \boldsymbol{f}(\boldsymbol{x}, \varepsilon) \tag{7.3-1}
\end{equation*}
$$

and perturbations of the linear oscillator systems [103] [100], with $\varepsilon \ll 1$. It was originally developed by Krylov and Bogoliubov [104]. The method is particularly suitable to analyze the perturbed linear oscillator problem described by

$$
\begin{equation*}
\ddot{x}+\omega^{2} x=\varepsilon f(x) \tag{7.3-2}
\end{equation*}
$$

where $\omega, x, f \in \mathbb{R}$. The van der Pol differential equation belongs to this class of systems with $f(x)=\left(1-x^{2}\right) \dot{x}$. In the case of weakly coupled oscillators, an equation of the form Eq. (7.3-2) is used to describe each oscillator, and $f(x)$ contains the nonlinear term of the free-running (uncoupled) oscillator as well as contributions from external coupled signals from other oscillators, which can be linear or nonlinear. The averaging theorem [100] Uc585947 states that there exists a change of coordinates $\boldsymbol{x}=\boldsymbol{y}+\varepsilon \boldsymbol{w}(\boldsymbol{y}, \varepsilon)$ which transforms Eq. (7.3-1) to the averaged system

$$
\begin{equation*}
\dot{\mathbf{y}}=\varepsilon \overline{\boldsymbol{f}}(\boldsymbol{y}) \tag{7.3-3}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\boldsymbol{f}}(\mathbf{y})=\frac{1}{2 \pi} \int_{0}^{2 \pi} \boldsymbol{f}(\boldsymbol{y}(z), 0) d z \tag{7.3-4}
\end{equation*}
$$

The system given by Eq. (7.3-3) is an autonomous system, whereas Eq. (7.3-1) can be non-autonomous. The essential property of the averaged system that is extensively applied in the study of coupled oscillator systems is that a hyperbolic periodic steady state of Eq. (7.3-3) corresponds to a hyperbolic equilibrium point of Eq. (7.3-1) and that both steady states have the same stability [100]. This essentially means that the eigenvalues of the linearized system of an equilibrium point of Eq. (7.3-3) determine its stability. This is quite useful as obtaining the Floquet multipliers of a microwave oscillator may not be a trivial task. Furthermore, for the cases that are considered in this book, the bifurcations of the averaged system are the same as those of the original system [100].

In order to transform the perturbed linear oscillator problem in the standard form Eq. (7.3-1), the following transformation (known as the van der Pol transformation [100] [103]) is commonly applied to Eq. (7.3-2) before averaging,

$$
\begin{gather*}
x=A \cos (\omega t+\phi)  \tag{7.3-5}\\
\dot{x}=-\omega A \sin (\omega t+\phi)
\end{gather*}
$$

In this case Eq. (7.3-2) becomes

$$
\begin{align*}
& \dot{A} \approx-\frac{\varepsilon}{\omega} \sin (\omega t+\phi) f(A, \phi, \varepsilon)=\varepsilon g_{1}(A, \phi, \varepsilon)  \tag{7.3-6}\\
& \dot{\phi} \approx-\frac{\varepsilon}{A \omega} \cos (\omega t+\phi) f(A, \phi, \varepsilon)=\varepsilon g_{2}(A, \phi, \varepsilon)
\end{align*}
$$

Applying Eq. (7.3-4), the averaged solution is obtained

$$
\begin{align*}
& \dot{\bar{A}}=\varepsilon \bar{g}_{1}(\bar{A}, \bar{\phi})  \tag{7.3-7}\\
& \dot{\bar{\phi}}=\varepsilon \bar{g}_{2}(\bar{A}, \bar{\phi})
\end{align*}
$$

It should be noted that the transformation given by Eq. (7.3-5) and subsequent application of the perturbation method limits the analysis of the system given by Eq. (7.3-2) locally near the oscillation frequency $\omega$ in the frequency domain. The system can be studied near a different harmonic by modifying appropriately the transformation, that is, setting $n \omega$ in place of $\omega$ where $n$ is the desired harmonic order. In practice, considering the oscillator behavior near the fundamental frequency is sufficient for the study of high Q oscillators because higher harmonics are small and therefore can be ignored in the analysis. Specifically, the averaged Van del Pol differential equation for which $f(x)=\left(1-x^{2}\right) \dot{x}$ becomes [103]

$$
\begin{gather*}
\dot{\bar{A}}=\frac{\varepsilon}{2} \bar{A}\left(1-\frac{\bar{A}^{2}}{4}\right)  \tag{7.3-8}\\
\dot{\bar{\phi}}=0
\end{gather*}
$$

The above system leads to a nontrivial steady-state oscillation with amplitude $\bar{A}=2$ obtained by requiring that $\dot{\bar{A}}=0$.

### 7.4 Averaging Theory in Coupled Oscillator Systems

Kurokawa considered the oscillator equivalent of a series resistance, inductance, capacitance (RLC) resonator connected in series with a negative resistance and applied the averaging theory to study the properties of noisy oscillators and injection locked oscillators [105].

The theory of Kurokawa applied to the study of coupled oscillator arrays was introduced to the antennas and microwaves communities by Stephan [1] with an aim towards antenna-array applications such as power-combining arrays and phased arrays. The work of Stephan focused on taking advantage of the dynamical properties of coupled oscillator array topologies in order to generate constant phase shift distributions among the array elements in a continuously variable manner. A parallel RLC resonator in parallel with a negative resistance was used to model each oscillator, leading to a dual form of the one used by Kurokawa.

It should be noted that there is significant theoretical work in the literature regarding coupled oscillator systems, also called distributed and ladder oscillators, considering the various operating modes and stability of one- and two-dimensional arrays. Notable references are [106] [107] [108] [109]. The latter work by Endo and Mori [109] presented an elegant way to obtain a formulation equivalent to a perturbed van der Pol equation in vector form for an array of coupled oscillators modeled as a parallel RLC resonator with a negative resistance, and it will be given in the next section. An efficient analysis of coupled oscillator arrays for quasi-optical power combining and the stability of the various existing operating modes was proposed by York and Compton [110] utilizing only the phase dynamics of the array, or in other words the second equation of Eq. (7.3-7).

We may distinguish among power-combining applications where the stability of the various operating modes of coupled oscillator systems is with an aim to secure excitation of only the in-phase mode, and applications where an arbitrary phase distribution among the oscillator elements is required (such as beamforming and phased arrays). The latter may be viewed as a generalization of the former.

Following their initial work, York produced a general formulation for coupledoscillator arrays based on the fundamental harmonic approximation and the averaging method that is essentially used to date in most approximate analysis methods for such systems [111], [95]. Furthermore, York introduced an elegant way to achieve constant progressive phase shifts among the array oscillator elements in a continuous fashion by only modifying the oscillation frequency of the end elements of the array. In 2004, Heath presented an elegant and unifying formulation of the application of the method of averaging (specifically the Lindstedt method was used to derive the slow time differential equations [94]) in coupled-oscillator arrays along with a detailed stability analysis of various different coupling network topologies [112]. The latter formulation is given here

$$
\begin{align*}
& \dot{A}_{m}=\mu\left(A_{o m}^{2}-\right.\left.A_{m}^{2}\right) A_{m} \\
&+\sum_{i=1}^{N} K_{m i} A_{i} \cos \left(\phi_{i}-\phi_{m}+\Phi_{i m}\right)  \tag{7.4-1}\\
& A_{m} \dot{\phi}_{m}=\Delta \omega_{m} A_{m} \\
&+\sum_{i=1}^{N} K_{m i} A_{i} \sin \left(\phi_{i}-\phi_{m}+\Phi_{i m}\right)
\end{align*}
$$

where an array of $N$ oscillators is assumed. The variable $A_{m}$ represents the slowly varying averaged amplitude of oscillator $m$, as given in Eq. (7.3-7) with the bar suppressed for simplicity. Correspondingly, the phase of oscillator $m$ is given by $\theta_{m}=\omega_{o} t+\phi_{m}$ where $\phi_{m}$ is the averaged time varying component of the oscillator phase corresponding to Eq. (7.3-7) (with the bar suppressed). When uncoupled to the rest of the array elements, each oscillator $m$ has a periodic steady state with amplitude $A_{o m}$ and frequency $\omega_{m}=\omega_{o}+\Delta \omega_{m}$. Furthermore, each individual oscillator satisfies a van der Pol differential equation of nonlinearity constant $\varepsilon$, which appears in Eq. (7.4-1) through $\mu=\varepsilon \omega_{m} /(2 Q)$ where $Q$ is the external quality factor of the resonator of each oscillator element calculated using a reference load admittance $G_{L}$. Coupling among the oscillator elements is included in the form of a square complex matrix $T=\left[t_{m i}\right]$ of dimension $N$, with $t_{m i}=T_{m i} e^{j \Phi_{m i}}$. Note that $T$ is a transfer function (unitless). If for example an admittance matrix is used to express the coupling among oscillator elements, then $T$ is the admittance matrix normalized to the reference load admittance $G_{L}$. In Eq. (7.4-1) the coupling coefficients also appear in normalized form setting

$$
\begin{equation*}
\kappa=\left[\kappa_{m i}\right]=\left[K_{m i} e^{j \Phi_{m i}}\right]=\left[t_{m i} \omega_{m} / 2 Q\right] \tag{7.4-2}
\end{equation*}
$$

Finally, Eq. (7.4-1) can be written in a complex valued compact format letting $\alpha_{m}=A_{m} e^{j \phi_{m}}$

$$
\begin{equation*}
\dot{a}_{m}=j \Delta \omega_{m} a_{m}+\mu\left(A_{o m}^{2}-\left|a_{m}\right|^{2}\right) a_{m}+\sum_{i=1}^{N} \kappa_{m i} a_{i} \tag{7.4-3}
\end{equation*}
$$

Under weak coupling conditions, the phase dynamics alone are sufficient to analyze the behavior of the coupled oscillator system. We may then consider only the second equation of Eq. (7.4-1) and assume that the oscillator amplitudes are approximately equal to their uncoupled values $A_{m}=A_{o}$. The system of equations pertaining to the phase dynamics provide significant insight and a very computationally efficient method to analyze arrays with a
large number of elements. In fact, the analysis results of Part I of this book have focused on the phase dynamics of coupled oscillator arrays. The system of equations limited to the phase dynamics was introduced as the "generalized phase model" by Heath in [112]:

$$
\begin{equation*}
\dot{\phi}_{m}=\Delta \omega_{m}+\sum_{i=1}^{N} K_{m i} \sin \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right) \tag{7.4-4}
\end{equation*}
$$

When no coupling phase $\Phi_{m i}$ is considered, the model is the well known Kuramoto model [113]. In the special case where a bi-directional symmetrical coupling matrix with $\kappa_{i m}=\kappa_{m i}$ is considered, the generalized phase model coincides with the phase model introduced by York in [111].

A fixed point of Eq. (7.4-1) corresponds to a periodic steady-state solution, defined for $\dot{A}_{m}=0$ and $\dot{\phi}_{m}=c$ with $c$ an arbitrary constant. Letting $c$ take nonzero values still corresponds to synchronized solutions of the array but for a different frequency than $\omega_{o}$.

$$
\begin{align*}
\mu\left(A_{o m}^{2}-A_{m}^{2}\right) A_{m} & +\sum_{i=1}^{N} K_{m i} A_{i} \cos \left(\phi_{i}-\phi_{m}+\Phi_{i m}\right)  \tag{7.4-5}\\
& =0 \\
\left(\Delta \omega_{m}-c\right) A_{m} & +\sum_{i=1}^{N} K_{m i} A_{i} \sin \left(\phi_{i}-\phi_{m}+\Phi_{i m}\right) \\
& =0
\end{align*}
$$

Every set $\left(A_{m}, \phi_{m}\right)$ that satisfies the above conditions corresponds to an oscillating mode of the array. In principle there exist up to $2^{N-1}$ modes [111]. It should be emphasized that, due to the autonomous nature of the coupled oscillator system, it is possible to translate all oscillator phases $\phi_{m}$ by the same arbitrarily large value and still obtain the same steady-state solution. This is evidenced by the fact that only phase differences appear in Eq. (7.4-5). In other words, the steady state is defined by the oscillator phase differences and not their absolute phase.

The stability of the oscillating modes is examined by considering the linear perturbation ( $A_{m}+\delta A_{m}, \phi_{m}+\delta \phi_{m}$ ) of Eq. (7.4-1), which leads to a system of linear differential equations

$$
\begin{aligned}
\delta \dot{A}_{m}=\mu\left(A_{o m}^{2}\right. & \left.-3 A_{m}^{2}\right) \delta A_{m} \\
& +\sum_{i=1}^{N} K_{m i} \cos \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right) \delta A_{i} \\
& -\sum_{i=1}^{N} K_{m i} A_{i} \sin \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right)\left(\delta \phi_{i}\right. \\
& \left.-\delta \phi_{m}\right) \\
A_{m} \delta \dot{\phi}_{m}=-\dot{\phi}_{m} & \delta A_{m}+\sum_{i=1}^{N} K_{m i} \sin \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right) \delta A_{i} \\
& +\sum_{i=1}^{N} K_{m i} A_{i} \cos \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right)\left(\delta \phi_{i}\right. \\
& \left.-\delta \phi_{m}\right)
\end{aligned}
$$

In the case of the generalized phase model one has

$$
\begin{equation*}
\delta \dot{\phi}_{m}=\sum_{i=1}^{N} K_{m i} \cos \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right)\left(\delta \phi_{i}-\delta \phi_{m}\right) \tag{7.4-7}
\end{equation*}
$$

Because the steady state is defined by phase differences and not absolute phase values, the perturbation phase values $\delta \phi_{m}$ of the steady state may not be small. Their differences, however, are assumed to be small, and this allows one to take the linear approximation of the cosine and sine terms in Eq. (7.4-1) and obtain Eq. (7.4-6).

### 7.5 Obtaining the Parameters of the van der Pol Oscillator Model

A useful analytical method is presented, that allows one to obtain the van der Pol differential equation from a parallel resonator with a nonlinear voltage dependent current source. The procedure follows the development presented by Endo and Mori in [108], and it represents a time-domain formulation of van der Pol's model described in Section 1.2. This model has very low complexity, and it can be easily incorporated into analysis of large arrays or proof of concept for various topologies of coupled oscillators. In addition, it can be easily introduced into circuit simulators.

Given a nonlinear voltage dependent current source $i_{n}=f(v)$ with time derivative $d i / d t=g_{v}(v) \dot{v}$, where $g_{v}(v)=d f(v) / d v$ is a nonlinear conductance and applying Kirchhoff's current law in the circuit of Fig. 7-6, one has

$$
\begin{equation*}
C \dot{v}+g_{L} v+\frac{1}{L} i_{1}+i_{n}+i_{i n j}=0 \tag{7.5-1}
\end{equation*}
$$

which, after differentiating becomes

$$
\begin{equation*}
C \ddot{v}+\left(g_{L}+g_{v}\right) \dot{v}+\frac{v}{L}+i_{i n j}=0 \tag{7.5-2}
\end{equation*}
$$

Defining the natural frequency of the tank $\omega_{o}^{2}=1 / L C$, setting $\varepsilon=g_{L} /\left(C \omega_{o}\right)$ and scaling time $t=\omega_{o} \tau$ the differential equation takes the form

$$
\begin{equation*}
v^{\prime \prime}+\varepsilon\left(1+\frac{g_{v}}{g_{L}}\right) v^{\prime}+v+\frac{\varepsilon}{g_{L}} i^{\prime}{ }_{i n j}=0 \tag{7.5-3}
\end{equation*}
$$

where ( )' indicates the scaled time derivative $d / d \tau$.
If we consider a nonlinear current source modeled by a third order polynomial, the equation corresponding to the free-running oscillator ( $i_{\text {inj }}=0$ ) can be transformed to the van der Pol equation. Let a voltage-dependent current source be of the form

$$
\begin{equation*}
i_{n}=f(v)=-g_{1} v+g_{3} v^{3} \tag{7.5-4}
\end{equation*}
$$

so that

$$
\begin{equation*}
g_{v}(v)=-g_{1}+3 g_{3} v^{2} \tag{7.5-5}
\end{equation*}
$$

Setting

$$
\begin{equation*}
\lambda=\varepsilon \frac{g_{1}-g_{L}}{g_{L}}=\frac{g_{1}-g_{L}}{C \omega_{o}}=\frac{1}{Q} \tag{7.5-6}
\end{equation*}
$$

one obtains:


Fig. 7-6. Oscillator model consisting of a parallel RLC resonator and a nonlinear voltage dependent current source.

$$
\begin{equation*}
v^{\prime \prime}-\lambda\left(1-\frac{3 g_{3}}{g_{1}-g_{L}} v^{2}\right) v^{\prime}+v+\frac{\lambda}{g_{1}-g_{L}} i_{i n j}^{\prime}=0 \tag{7.5-7}
\end{equation*}
$$

The parameter $\lambda$ is equal to the inverse of the loaded quality factor, Q , of the oscillator circuit of Fig. 7-6.

Finally, scaling the voltage as

$$
\begin{equation*}
x=\sqrt{\beta} v=\sqrt{\frac{3 g_{3}}{g_{1}-g_{L}}} v \tag{7.5-8}
\end{equation*}
$$

the differential equation takes the desired form:

$$
\begin{equation*}
x^{\prime \prime}-\lambda\left(1-x^{2}\right) x^{\prime}+x+\lambda \sqrt{\frac{3 g_{3}}{\left(g_{1}-g_{L}\right)^{3}}} i_{i n j}^{\prime}=0 \tag{7.5-9}
\end{equation*}
$$

When no injection signal is present, $i_{i n j}=0$, and this equation becomes the well known van der Pol equation.

$$
\begin{equation*}
x^{\prime \prime}-\lambda\left(1-x^{2}\right) x^{\prime}+x=0 \tag{7.5-10}
\end{equation*}
$$

The approximate solution to the van der Pol oscillation is [94]

$$
\begin{equation*}
x=2 \cos \tau \Rightarrow v=\frac{2}{\sqrt{\beta}} \sin \omega_{o} t \tag{7.5-11}
\end{equation*}
$$

which is identical to the solution provided by the averaging method in Section 7.3.

The approximate parallel model for the oscillator can be extracted using a nonlinear simulator and calculating the admittance at a selected circuit node [114]. Several authors have proposed experimental techniques to evaluate the model parameters [114,115]. Measurement of the oscillator amplitude can be used to obtain the scaling parameter $\beta$. Injection locking the oscillator to an external signal and measuring the locking bandwidth can be used to estimate the $Q$ and subsequently the second parameter $\lambda$ of the van der Pol model [114]. Alternatively, a low-frequency sinusoidal modulating signal can be introduced in the bias circuitry of the oscillator, resulting in a phase modulated oscillator output. The parameter $\lambda$ can then be obtained by measuring the relative amplitude of the modulation sidebands [115].

### 7.6 An Alternative Perturbation Model for CoupledOscillator Systems

It is possible to formulate an alternative practical model for analyzing coupled oscillator arrays by considering that the periodic steady state of the coupled system is a perturbation of the free running steady state of the individual oscillator elements when they are uncoupled to each other. This assumption holds when the coupling is weak, as is typically the case when designing such systems. The model described in this section was proposed in Ref. [116].

An advantage of this formulation is that there is no underlying assumption about the oscillator nonlinearity model, such as for example a third-order nonlinearity used in the van der Pol model, and each individual oscillator can be designed using any numerical technique. The uncoupled free-running steady state is expressed in the slow time (at the fundamental frequency component) as

$$
\begin{equation*}
Y_{o}(V, \omega, \mu) V_{o} e^{j \phi_{o}}=0 \tag{7.6-1}
\end{equation*}
$$

where $Y_{o}$ is the admittance looking into a properly selected node of the circuit and $V_{o}$ the oscillation amplitude at that node (Fig. 7-7).

This is merely application of Kirchhoff's current law at the node under consideration. $Y_{o}$ typically contains both linear and nonlinear terms, and depends on the oscillation frequency $\omega=\omega_{o}$ and amplitude $V=V_{o}$. Generally, one may assume that $Y_{o}$ depends on a number of additional circuit parameters, such as bias voltages. In Eq. (7.6-1) a single parameter $\mu=\mu_{o}$ is considered which corresponds to some DC voltage that allows for frequency tuning. Assuming a nonzero periodic steady-state amplitude $V_{o}$, Eq. (7.6-1) is satisfied for $Y_{o}=0$. A free-running oscillator is an autonomous system characterized by an arbitrary time reference, which translates in an arbitrary phase reference in the frequency domain. As a result $\phi_{o}=0$ maybe set without loss of generality.

A coupled oscillator array of $N$ elements is then described by


Fig. 7-7. Oscillator 1-port equivalent circuit.

$$
\begin{equation*}
Y_{m} V_{m} e^{j \phi_{m}}+\sum_{i=1}^{N} Y_{c m i} V_{i} e^{j \phi_{i}}=0 \tag{7.6-2}
\end{equation*}
$$

where the coupling is represented by the admittance matrix $Y_{c}(\omega)=\left[Y_{\text {cmi }}(\omega)\right]$ which typically is frequency dependent. The coupling results in a steady state that can be expressed as a perturbation of the individual oscillator free-running steady state as follows:

$$
\begin{gather*}
V_{m}=V_{o}+\Delta V_{m}(t)  \tag{7.6-3}\\
\phi_{m}=\phi_{o m}+\Delta \phi_{m}(t) \\
\mu_{m}=\mu_{o m}+\Delta \mu_{m} \\
\omega=\omega_{o}+\dot{\phi}_{m}(t)-\frac{j \dot{V}_{m}}{V_{m}} \\
Y_{c m i}(\omega)=Y_{c m i}\left(\omega_{o}\right)+\frac{\partial Y_{c m i}}{\partial \omega_{o}}\left(\omega-\omega_{o}\right) \\
Y_{m}(V, \omega, \mu)=\frac{\partial Y_{m}}{\partial V_{o}}\left(V_{m}-V_{o}\right)+\frac{\partial Y_{m}}{\partial \omega_{o}}\left(\omega-\omega_{o}\right) \\
+\frac{\partial Y_{m}}{\partial \mu_{o}}\left(\mu_{m}-\mu_{o}\right)
\end{gather*}
$$

The perturbation assumption has been used in the first place by York, Liao, and Lynch [33], and it is described in Section 1.3 dealing with the injection-locked oscillator. However, in their analysis they proceed to assume a specific nonlinear dependence of the adminttance on the amplitude $V_{m}$ whereas here no such assumption is made. Furthermore, it should be noted that the frequency expansion has been done using the well known Kurokawa transformation [105] introduced in Section 1.3. The commonly used coupling networks have a broadband frequency response relative to the oscillator locking bandwidth, which allows us to consider a constant coupling term $Y_{c m i}(\omega)=Y_{c m i}\left(\omega_{o}\right)$. Narrowband coupling networks were studied by Lynch and York [117]. After some straightforward manipulation, one obtains

$$
\begin{align*}
& \frac{\partial Y_{m}}{\partial \omega_{o}}\left[-j \dot{V}_{m}+V_{m} \dot{\phi}_{\mathrm{m}}\right]+\frac{\partial Y_{m}}{\partial \mu_{o}} \Delta \mu_{m} V_{m} \\
&+\frac{\partial Y_{m}}{\partial V_{o}}\left(V_{m}-V_{o}\right) V_{m}  \tag{7.6-4}\\
&+\sum_{i=1}^{N} Y_{c m i}\left(\omega_{o}\right) V_{i} e^{j\left(\phi_{i}-\phi_{m}\right)}=0
\end{align*}
$$

This system of differential equations represents the basis for an alternative model formulation for a system of coupled oscillators. This formulation has been essentially introduced in Ref. [116] and refined in Ref. [118] as well as subsequent works as a basis to study several properties of coupled oscillator arrays.

In order to appreciate the similarities and differences with the original model of Section 7.4, the amplitude and phase equations are decoupled by first dividing with $\partial Y_{m} / \partial \omega_{o}$ and then considering real and imaginary parts. Let for simplicity

$$
\begin{gather*}
C_{V}=j \frac{\partial Y^{-1}}{\partial \omega_{o}} \quad \frac{\partial Y}{\partial V_{o}}=C_{V}^{R}+j C_{V}^{I}  \tag{7.6-5}\\
C_{\mu}=j \frac{\partial Y^{-1}}{\partial \omega_{o}} \quad \frac{\partial Y}{\partial \mu_{o}}=C_{\mu}^{R}+j C_{\mu}^{I} \\
C_{c}=\left[C_{c m i}\right]=\left[\begin{array}{ll}
j \frac{\partial Y^{-1}}{\partial \omega_{o}} & \left.Y_{m i}\left(\omega_{o}\right)\right]=\left[\left|C_{c m i}\right| e^{j \Psi_{m i}}\right] \\
=\left[C_{c m i}^{R}+j C_{c m i}^{I}\right]
\end{array}\right]
\end{gather*}
$$

Using the above, Eq. (7.6-4) becomes

$$
\begin{align*}
\dot{V}_{m}+C_{V}^{R}\left(V_{m}-\right. & \left.V_{o}\right) V_{m}+C_{\mu}^{R} \Delta \mu_{m} V_{m} \\
& +\sum_{i=1}^{N}\left|C_{c m i}\right| V_{i} \cos \left(\phi_{o i}-\phi_{o m}+\Psi_{m i}\right)  \tag{7.6-6}\\
& =0
\end{align*}
$$

$$
\begin{aligned}
V_{m} \dot{\phi}_{m}+C_{V}^{I}\left(V_{m}\right. & \left.-V_{o}\right) V_{m}+C_{\mu}^{I} \Delta \mu_{m} V_{m} \\
& +\sum_{i=1}^{N}\left|C_{c m i}\right| V_{i} \sin \left(\phi_{o i}-\phi_{o m}+\Psi_{m i}\right) \\
& =0
\end{aligned}
$$

Furthermore, letting $v_{m}=V_{m} e^{j \phi_{m}}$ it is possible to express Eq. (7.6-6) in a compact complex form

$$
\begin{equation*}
\dot{v}_{m}+C_{V}\left(\left|v_{m}\right|-V_{o}\right) v_{m}+C_{\mu} \Delta \mu_{m} v_{m}+\sum_{i=1}^{N} C_{c m i} v_{i}=0 \tag{7.6-7}
\end{equation*}
$$

The corresponding generalized phase model associated with this formulation is obtained considering only the phase dynamics which results in

$$
\begin{equation*}
\dot{\phi}_{m}+C_{\mu}^{I} \Delta \mu_{m}+\sum_{i=1}^{N}\left|C_{c m i}\right| \sin \left(\phi_{o i}-\phi_{o m}+\Psi_{m i}\right)=0 \tag{7.6-8}
\end{equation*}
$$

The periodic steady-state solution is obtained by setting $\dot{V}_{m}=0$ and $\dot{\phi}_{m}=\Delta \omega$ leading to

$$
\begin{align*}
C_{V}^{R}\left(V_{m}-V_{o}\right) V_{m} & +C_{\mu}^{R} \Delta \mu_{m} V_{m} \\
& +\sum_{i=1}^{N}\left|C_{c m i}\right| V_{i} \cos \left(\phi_{o i}-\phi_{o m}+\Psi_{m i}\right)  \tag{7.6-9}\\
& =0 \\
V_{m} \Delta \omega+C_{V}^{I}\left(V_{m}\right. & \left.-V_{o}\right) V_{m}+C_{\mu}^{I} \Delta \mu_{m} V_{m} \\
& +\sum_{i=1}^{N}\left|C_{c m i}\right| V_{i} \sin \left(\phi_{o i}-\phi_{o m}+\Psi_{m i}\right) \\
& =0
\end{align*}
$$

or in complex notation

$$
\begin{align*}
C_{V}\left(V_{m}-V_{o}\right) V_{m} & +j V_{m} \Delta \omega+C_{\mu} \Delta \mu_{m} V_{m} \\
& +\sum_{i=1}^{N} C_{c m i} V_{i} e^{j\left(\phi_{o i}-\phi_{o m}\right)}=0 \tag{7.6-10}
\end{align*}
$$

As was the case with the model represented by Eq. (7.4-1) the steady state of the array is defined by phase differences and not absolute phases. In order to study the stability of the steady-state solution, we form the linear perturbation of Eq. (7.6-4) using $\left(V_{m}+\delta V_{m}, \phi_{m}+\delta \phi_{m}\right)$, where small-amplitude perturbations $\delta V_{m}$ and small-phase perturbation differences ( $\delta \phi_{m}-\delta \phi_{i}$ ) are considered leading to

$$
\begin{align*}
\delta \dot{V}_{m}+\left[C _ { V } ^ { R } \left(2 V_{m}\right.\right. & \left.\left.-V_{o}\right)+C_{\mu}^{R}\left(\mu_{m}-\mu_{o}\right)\right] \delta V_{m} \\
& +\sum_{i=1}^{N}\left|C_{c m i}\right| \cos \left(\phi_{o i}-\phi_{o m}+\Psi_{m i}\right) \delta V_{i} \\
& -\sum_{i=1}^{N}\left|C_{c m i}\right| V_{i} \sin \left(\phi_{o i}-\phi_{o m}+\Psi_{m i}\right)\left(\delta \phi_{i}\right.  \tag{7.6-11}\\
& \left.-\delta \phi_{m}\right)=0
\end{align*}
$$

$$
\begin{aligned}
V_{m} \delta \dot{\phi}_{m}+[\Delta \omega & \left.+C_{V}^{R}\left(2 V_{m}-V_{o}\right)+C_{\mu}^{I}\left(\mu_{m}-\mu_{o}\right)\right] \delta V_{m} \\
& +\sum_{i=1}^{N}\left|C_{c m i}\right| \sin \left(\phi_{o i}-\phi_{o m}+\Psi_{m i}\right) \delta V_{i} \\
& +\sum_{i=1}^{N}\left|C_{c m i}\right| V_{i} \cos \left(\phi_{o i}-\phi_{o m}+\Psi_{m i}\right)\left(\delta \phi_{i}\right. \\
& \left.-\delta \phi_{m}\right)=0
\end{aligned}
$$

Correspondingly, the generalized phase model stability is then determined by

$$
\begin{equation*}
\delta \dot{\phi}_{m}+\sum_{i=1}^{N}\left|C_{c m i}\right| \cos \left(\phi_{o i}-\phi_{o m}+\Psi_{m i}\right)\left(\delta \phi_{i}-\delta \phi_{m}\right)=0 \tag{7.6-12}
\end{equation*}
$$

The eigenvalues of the linear variational equation determine the stability of the steady-state solutions. In practice, it is more computationally efficient to formulate and process the array equations as matrix equations, and this is the topic of the next section.

### 7.7 Matrix Equations for the Steady State and Stability Analysis

It is easier from a computational point of view to express the various systems of equations of the previous sections in matrix form. In order to do so, the
following notation and properties are used. Bold letterface indicates a column vector or a matrix. The dimension of the vector or square matrix is $N$ unless noted otherwise, $\mathbf{0}$ and $\mathbf{1}$ indicate a vector of zeros and a vector of ones, respectively. The notation $\left[a_{m}\right]$ and $\left[a_{m i}\right]$ define a vector and a matrix $\boldsymbol{\alpha}$, respectively. The function $d g()$ converts a vector to a square diagonal matrix of size $N$. It is straightforward to show that for any two vectors $\boldsymbol{a}$ and $\boldsymbol{b}$, $\operatorname{dg}(\boldsymbol{a}) \boldsymbol{b}=\operatorname{dg}(\boldsymbol{b}) \boldsymbol{a}$. The superscript ()$^{H}$ indicates the conjugate transpose of a matrix or vector, whereas superscripts ( $)^{R}$ and ( ) ${ }^{I}$ indicate real and imaginary part. One can then rewrite Eq. (7.4-1) in matrix form

$$
\begin{equation*}
\dot{\boldsymbol{A}}+j \operatorname{dg}(\boldsymbol{A}) \dot{\boldsymbol{\phi}}=\operatorname{dg}\left(\boldsymbol{p}_{1}(\boldsymbol{A})+j \Delta \boldsymbol{\omega}\right) \boldsymbol{A}+\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{\kappa} \boldsymbol{\Phi} \boldsymbol{A} \tag{7.7-1}
\end{equation*}
$$

where $\boldsymbol{\Phi}=\operatorname{dg}\left[e^{j \phi_{m}}\right]$. The system given by Eq. (7.7-1) can be integrated numerically after separating real and imaginary parts,

$$
\left[\begin{array}{cc}
\boldsymbol{I} & \mathbf{0}  \tag{7.7-2}\\
\mathbf{0} & \operatorname{dg}(\boldsymbol{A})
\end{array}\right]\left[\begin{array}{c}
\dot{\boldsymbol{A}} \\
\dot{\boldsymbol{\phi}}
\end{array}\right]=\left[\begin{array}{c}
\operatorname{dg}\left(\boldsymbol{p}_{1}(\boldsymbol{A})\right) \boldsymbol{A}+\left(\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{\kappa} \boldsymbol{\Phi}\right)^{R} \boldsymbol{A} \\
\operatorname{dg}(\boldsymbol{\Delta} \boldsymbol{\omega}) \boldsymbol{A}+\left(\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{\kappa} \boldsymbol{\Phi}\right)^{I} \boldsymbol{A}
\end{array}\right]
$$

where the vector function $\boldsymbol{p}_{\mathbf{1}}(\boldsymbol{A})$ is defined as $\boldsymbol{p}_{\mathbf{1}}(\boldsymbol{A})=\left[\mu\left(A_{o m}^{2}-A_{m}^{2}\right)\right]$. The generalized phase model (7.4-4) is then given by

$$
\begin{equation*}
\dot{\boldsymbol{\phi}}=\Delta \omega+\left(\boldsymbol{\Phi}^{H} \boldsymbol{\kappa} \boldsymbol{\Phi}\right)^{I} \mathbf{1} \tag{7.7-3}
\end{equation*}
$$

The steady state of Eq. (7.7-2) is computed by setting $\dot{\boldsymbol{A}}=0$ and $\dot{\boldsymbol{\phi}}=c \mathbf{1}$ which, when substituted in (7.7-2), result in the trivial solution $\boldsymbol{A}=\mathbf{0}$ or

$$
\left[\begin{array}{c}
\operatorname{dg}\left(\boldsymbol{p}_{\mathbf{1}}(\boldsymbol{A})\right)+\left(\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{\kappa} \boldsymbol{\Phi}\right)^{R}  \tag{7.7-4}\\
\operatorname{dg}(\boldsymbol{\Delta} \boldsymbol{\omega}-c \mathbf{1})+\left(\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{\kappa} \boldsymbol{\Phi}\right)^{I}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{0}
\end{array}\right]
$$

The linear variational equation of Eq. (7.7-1) is also written as a matrix linear differential equation as follows

$$
\begin{equation*}
\boldsymbol{\delta} \dot{\boldsymbol{A}}+j \operatorname{dg}(\boldsymbol{A}) \boldsymbol{\delta} \dot{\boldsymbol{\phi}}=\boldsymbol{D}_{A} \boldsymbol{\delta} \boldsymbol{A}+\boldsymbol{D}_{\boldsymbol{\phi}} \boldsymbol{\delta} \boldsymbol{\phi} \tag{7.7-5}
\end{equation*}
$$

with

$$
\begin{gather*}
\boldsymbol{D}_{\boldsymbol{A}}=\operatorname{dg}\left(\boldsymbol{g}_{\mathbf{1}}(\boldsymbol{A})+j(\boldsymbol{\Delta} \boldsymbol{\omega}-c \mathbf{1})\right)+\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{\kappa} \boldsymbol{\Phi}  \tag{7.7-6}\\
\boldsymbol{D}_{\boldsymbol{\phi}}=j\left[\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{\kappa} \boldsymbol{\Phi} \operatorname{dg}(\boldsymbol{A})-\operatorname{dg}\left(\boldsymbol{\Phi}^{H} \boldsymbol{\kappa} \boldsymbol{\Phi} \boldsymbol{A}\right)\right]
\end{gather*}
$$

where $\boldsymbol{g}_{\mathbf{1}}(\boldsymbol{A})=\left[\mu\left(A_{o m}^{2}-3 A_{m}^{2}\right)\right]$. The complex system of Eq. (7.7-5) is separated into real and imaginary parts as

$$
\left[\begin{array}{cc}
I & 0  \tag{7.7-7}\\
0 & \operatorname{dg}(A)
\end{array}\right]\left[\begin{array}{l}
\delta \dot{A} \\
\delta \dot{\phi}
\end{array}\right]=\left[\begin{array}{cc}
D_{A}^{R} & D_{\phi}^{R} \\
D_{A}^{I} & D_{\phi}^{I}
\end{array}\right]\left[\begin{array}{l}
\delta A \\
\delta \phi
\end{array}\right]
$$

or

$$
\left[\begin{array}{l}
\boldsymbol{\delta} \dot{\boldsymbol{A}}  \tag{7.7-8}\\
\boldsymbol{\delta} \boldsymbol{\phi}
\end{array}\right]=\boldsymbol{D}\left[\begin{array}{l}
\boldsymbol{\delta} \boldsymbol{A} \\
\boldsymbol{\delta} \boldsymbol{\phi}
\end{array}\right]=\left[\begin{array}{cc}
\boldsymbol{D}_{\boldsymbol{A}}^{R} & \boldsymbol{D}_{\boldsymbol{\phi}}^{R} \\
\operatorname{dg}(\boldsymbol{A})^{-1} \boldsymbol{D}_{\boldsymbol{A}}^{I} & \operatorname{dg}(\boldsymbol{A})^{-1} \boldsymbol{D}_{\phi}^{I}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{\delta} \boldsymbol{A} \\
\boldsymbol{\delta} \boldsymbol{\phi}
\end{array}\right]
$$

where $\operatorname{dg}(\boldsymbol{A})^{-1}$ is a diagonal matrix with the inverse of the steady-state oscillator amplitudes in its diagonal. The inversion operation is guaranteed to exist under the assumption that the steady-state solution corresponds to nonzero amplitudes for all oscillators.

Correspondingly, the linear variational equation of the generalized phase model is

$$
\begin{equation*}
\boldsymbol{\delta} \dot{\boldsymbol{\phi}}=D_{G} \boldsymbol{\delta} \boldsymbol{\phi}=\left[\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{\kappa} \boldsymbol{\Phi}-\mathbf{d g}\left(\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{\kappa} \boldsymbol{\Phi} \mathbf{1}\right)\right]^{R} \boldsymbol{\delta} \boldsymbol{\phi} \tag{7.7-9}
\end{equation*}
$$

The matrix differential equation pertaining to the coupled-oscillator dynamics according to the alternative model Eq. (7.6-4) becomes

$$
\begin{equation*}
\dot{\boldsymbol{V}}+j \operatorname{dg}(\boldsymbol{V}) \dot{\boldsymbol{\phi}}+\boldsymbol{C}_{\boldsymbol{V}} \boldsymbol{p}_{\boldsymbol{V}}(\boldsymbol{V})+\boldsymbol{C}_{\boldsymbol{\mu}} \operatorname{dg}(\boldsymbol{V}) \Delta \boldsymbol{\mu}+\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi} \boldsymbol{V}=\mathbf{0} \tag{7.7-10}
\end{equation*}
$$

where $\boldsymbol{p}_{\boldsymbol{V}}(\boldsymbol{V})=\left(\mathrm{dg}(\boldsymbol{V})-V_{o} \boldsymbol{I}\right) \boldsymbol{V}$. After separating into real and imaginary parts one obtains

$$
\begin{align*}
& {\left[\begin{array}{cc}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \operatorname{dg}(\boldsymbol{V})
\end{array}\right]\left[\begin{array}{l}
\dot{\boldsymbol{V}} \\
\dot{\boldsymbol{\phi}}
\end{array}\right]} \\
& =\left[\begin{array}{c}
\boldsymbol{C}_{\boldsymbol{V}}^{R} \boldsymbol{p}_{\boldsymbol{V}}(\boldsymbol{V})+\boldsymbol{C}_{\boldsymbol{\mu}}^{\boldsymbol{R}} \operatorname{dg}(\boldsymbol{V}) \Delta \boldsymbol{\mu}+\left(\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi}\right)^{R} \boldsymbol{V} \\
\boldsymbol{C}_{\boldsymbol{V}}^{I} \boldsymbol{p}_{\boldsymbol{V}}(\boldsymbol{V})+\boldsymbol{C}_{\boldsymbol{\mu}}^{\boldsymbol{I}} \operatorname{dg}(\boldsymbol{V}) \Delta \boldsymbol{\mu}+\left(\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi}\right)^{I} \boldsymbol{V}
\end{array}\right] \tag{7.7-11}
\end{align*}
$$

The steady-state solution is then given by the nonlinear system of algebraic equations

$$
\left.\begin{array}{c}
\boldsymbol{C}_{\boldsymbol{V}}^{\boldsymbol{R}} \boldsymbol{p}_{\boldsymbol{V}}(\boldsymbol{V})+\boldsymbol{C}_{\boldsymbol{\mu}}^{\boldsymbol{R}} \mathrm{dg}(\boldsymbol{V}) \Delta \boldsymbol{\mu}+\left(\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi}\right)^{R} \boldsymbol{V}  \tag{7.7-12}\\
\operatorname{dg}(\boldsymbol{V}) \Delta \omega \mathbf{1}+\boldsymbol{C}_{\boldsymbol{V}}^{\boldsymbol{I}} \boldsymbol{p}_{\boldsymbol{V}}(\boldsymbol{V})+\boldsymbol{C}_{\boldsymbol{\mu}}^{\boldsymbol{I}} \mathrm{dg}(\boldsymbol{V}) \Delta \boldsymbol{\mu}+\left(\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi}\right)^{I} \boldsymbol{V}
\end{array}\right]
$$

Due to the perturbation assumption, one may consider a linear approximation of the steady state as follows

$$
\begin{gather*}
{\left[\begin{array}{cc}
\boldsymbol{C}_{V}^{R} I+\frac{1}{V_{o}}\left(\boldsymbol{\Phi}^{H} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi}\right)^{R} & \boldsymbol{C}_{\boldsymbol{\mu}}^{R} \boldsymbol{I} \\
\boldsymbol{C}_{V}^{I} \boldsymbol{I}+\frac{1}{V_{o}}\left(\boldsymbol{\Phi}^{H} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi}\right)^{I} & \boldsymbol{C}_{\boldsymbol{\mu}}^{I} \boldsymbol{I}
\end{array}\right]\left[\begin{array}{c}
\Delta \boldsymbol{V} \\
\Delta \boldsymbol{\mu}
\end{array}\right]+\left[\begin{array}{c}
\left(\boldsymbol{\Phi}^{H} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi}\right)^{R} \mathbf{1} \\
\Delta \omega \mathbf{1}+\left(\boldsymbol{\Phi}^{H} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi}\right)^{I} \mathbf{1}
\end{array}\right]}  \tag{7.7-13}\\
=\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{0}
\end{array}\right]
\end{gather*}
$$

For a given frequency offset $\Delta \omega$ and phase distribution along the array elements contained in $\Phi$, one may solve the above linear system of $2 N$ equations for the $N$ steady-state oscillator amplitudes and $N$ control perturbations. Alternatively, one may fix the control parameter of one arbitrarily selected oscillator and solve the steady-state system for the $N$ steady-state oscillator amplitudes, $N-1$ remaining control perturbations and frequency offset $\Delta \omega$.

The stability of the steady-state solution is obtained taking the linear variational equation of Eq. (7.7-10) leading to the following linearized system of differential equations

$$
\begin{equation*}
\boldsymbol{\delta} \dot{\boldsymbol{V}}+j \operatorname{dg}(\boldsymbol{V}) \boldsymbol{\delta} \dot{\boldsymbol{\phi}}=\boldsymbol{D}_{\boldsymbol{V}} \boldsymbol{\delta} \boldsymbol{V}+\boldsymbol{D}_{\boldsymbol{\phi}} \boldsymbol{\delta} \boldsymbol{\phi} \tag{7.7-14}
\end{equation*}
$$

where

$$
\begin{gather*}
\boldsymbol{D}_{\boldsymbol{V}}=-j \Delta \omega \mathbf{1}-\operatorname{dg}\left(\boldsymbol{C}_{\boldsymbol{V}} \boldsymbol{g}_{\boldsymbol{V}}(\boldsymbol{V})+\boldsymbol{C}_{\boldsymbol{\mu}}^{\boldsymbol{R}} \Delta \boldsymbol{\mu}\right)-\boldsymbol{\Phi}^{H} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi}  \tag{7.7-15}\\
\boldsymbol{D}_{\boldsymbol{\phi}}=-j\left[\boldsymbol{\Phi}^{H} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi} \operatorname{dg}(\boldsymbol{V})-\operatorname{dg}\left(\boldsymbol{\Phi}^{H} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi} \boldsymbol{V}\right)\right]
\end{gather*}
$$

where $\boldsymbol{g}_{\boldsymbol{V}}(\boldsymbol{V})=2 \boldsymbol{V}-V_{o} \boldsymbol{I}$. One then separates real from imaginary parts to obtain the desired system of linear differential equations

$$
\left[\begin{array}{cc}
\boldsymbol{I} & 0  \tag{7.7-16}\\
0 & \operatorname{dg}(V)
\end{array}\right]\left[\begin{array}{c}
\delta \dot{V} \\
\delta \dot{\phi}
\end{array}\right]=\left[\begin{array}{cc}
D_{V}^{R} & D_{\phi}^{R} \\
D_{V}^{I} & D_{\phi}^{I}
\end{array}\right]\left[\begin{array}{c}
\delta V \\
\delta \phi
\end{array}\right]
$$

or

$$
\left[\begin{array}{c}
\boldsymbol{\delta} \dot{\boldsymbol{V}}  \tag{7.7-17}\\
\delta \dot{\boldsymbol{\phi}}
\end{array}\right]=K\left[\begin{array}{l}
\boldsymbol{\delta} \boldsymbol{V} \\
\boldsymbol{\delta} \boldsymbol{\phi}
\end{array}\right]=\left[\begin{array}{cc}
\boldsymbol{D}_{V}^{R} & \boldsymbol{D}_{\phi}^{R} \\
\operatorname{dg}(\boldsymbol{V})^{-1} \boldsymbol{D}_{V}^{I} & \operatorname{dg}(\boldsymbol{V})^{-1} \boldsymbol{D}_{\phi}^{I}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{\delta} \boldsymbol{V} \\
\boldsymbol{\delta} \boldsymbol{\phi}
\end{array}\right]
$$

The $2 N$ eigenvalues of the square matrix $\boldsymbol{K}$ determine the stability of the solution. It should be noted that due to the autonomous nature of the coupledoscillator array one eigenvalue of $\boldsymbol{K}$ is always zero. The solution is stable if all remaining eigenvalues of $\boldsymbol{K}$ have negative real parts.

One can easily verify that $\boldsymbol{K}$ is unchanged to phase shifts that are common to all oscillators. This is due to the fact that matrix $\boldsymbol{D}_{\boldsymbol{\phi}}=\boldsymbol{D}_{\boldsymbol{\phi}}^{R}+j \boldsymbol{D}_{\boldsymbol{\phi}}^{I}$ contains only
phase differences between the various elements. It is then possible to reduce the system by one, thus eliminating the zero eigenvalue. Selecting an arbitrary element (for example, element $j$ ) as a reference, the $N$ phase equations of Eq. (7.7-17) can be reduced by one by subtracting row $(N+j)$, the equation which corresponds to the phase of oscillator $j$, from every other equation. The equation that corresponds to the phase of oscillator $j$ can then be eliminated. Furthermore, the elements of column $(N+j)$ from row $(N+1)$ to $(2 N)$ are multiplied by zero. In addition, in the amplitude equations, due to the fact that $D_{\phi}^{R}$ contains only phase differences, it is possible to subtract $\delta \phi_{j}$ from all phases forming $\boldsymbol{D}_{\phi}^{R} \boldsymbol{\delta} \boldsymbol{\phi} \leftarrow \boldsymbol{D}_{\boldsymbol{\phi}}^{\boldsymbol{R}}\left(\boldsymbol{\delta} \boldsymbol{\phi}-\delta \phi_{j} \mathbf{1}\right)$. As a result column $(N+j)$ can also be eliminated because it is being multiplied by zero. The remaining square matrix $\widetilde{\boldsymbol{K}}$ of dimension $N-1$ has the same eigenvalues with $\boldsymbol{K}$ minus the zero eigenvalue. Matrix $\widetilde{\boldsymbol{K}}$ corresponds to the system of $2 N-1$ linear differential equations

$$
\left[\begin{array}{l}
\delta \dot{V}  \tag{7.7-18}\\
\delta \dot{\phi}
\end{array}\right]=\widetilde{K}\left[\begin{array}{l}
\delta V \\
\delta \widetilde{\phi}
\end{array}\right]
$$

where the vector $\boldsymbol{\delta} \widetilde{\boldsymbol{\phi}}$ of dimension $N-1$ contains phase difference terms relative to oscillator $j$. The spectral abscissa of a square matrix is the maximum real part of its eigenvalues [119]. Therefore a steady-state solution is stable if the spectral abscissa of $\widetilde{\boldsymbol{K}}$ is negative.

### 7.8 A Comparison between the Two Perturbation Models for Coupled Oscillator Systems

The similarity of the two models is made obvious by comparing the two expressions corresponding to the generalized phase model Eq. (7.4-4) and Eq. (7.6-8). The first model is defined for a parallel RLC tank with a nonlinear voltage-dependent current source that exhibits a third-order nonlinearity similar to the one described in Section 7.5 and shown in Fig. 7-6. In this case, the admittance looking at the output node of the circuit is given by

$$
\begin{equation*}
Y(V, \omega)=\left(Y_{N}(V)+G_{L}\right)+\frac{1}{j L \omega}+j C \omega \tag{7.8-1}
\end{equation*}
$$

where $Y_{N}(V)$ contains the nonlinear admittance of the current source at the fundamental frequency component. The total admittance contains a real nonlinear admittance term that is amplitude dependent, plus the load admittance, and an imaginary term which is frequency dependent. As a result, a real derivative versus the amplitude and an imaginary admittance derivative versus the frequency are obtained:

$$
\begin{align*}
& \frac{\partial Y}{\partial V}=\frac{\partial Y_{N}}{\partial V}  \tag{7.8-2}\\
& \frac{\partial Y}{\partial \omega}=j 2 C
\end{align*}
$$

Furthermore, if we consider that for a parallel resonant circuit the external quality factor is given by

$$
\begin{equation*}
Q=\frac{\omega_{o} C}{G_{L}} \tag{7.8-3}
\end{equation*}
$$

it is straightforward to verify that the Eqs. (7.4-4) and (7.6-8) are identical.
In general, active devices in microwave frequencies exhibit nonlinear susceptance as well as admittance, in addition to a nonlinear admittance that is frequency dependent. In other words a more general expression for the admittance at an oscillator circuit node is

$$
\begin{equation*}
Y(V, \omega)=G_{N}(V, \omega)+j B_{N}(V, \omega) \tag{7.8-4}
\end{equation*}
$$

As a result, it is possible to view the alternative model (7.6-4) using complex admittance derivatives as a generalized version of (7.4-1).

### 7.9 Externally Injection-Locked COAs

The coupled-oscillator array is an autonomous system that behaves like a single distributed oscillator. However, there are several applications that require the array to be injection-locked to an external signal. The reason can be to control the phase distribution among the array elements [1], to reduce the array phase noise [97], to fix the array frequency [120], or to introduce modulation to the array [121] [122].

An external injection signal introduces an additive forcing term in the timedomain expression of the perturbed oscillator equation. In Section 7.5, it was demonstrated that the topology of a parallel RLC tank with a nonlinear voltagedependent current source and an external-injection current term leads to the forced van der Pol equation.

The coupled-oscillator system of differential equations is derived by applying Kirchhoff's current or voltage law at a selected circuit node or loop of each oscillator circuit in the array. Specifically, in the parallel-tank topology, the corresponding equations are obtained by applying Kirchhoff's current law at the output nodes of each oscillator. In addition, these nodes correspond to the nodes where the coupling network is connected to each oscillator. However,
this does not always have to be the case, and the coupling network maybe connected to a different oscillator node.

The external-injection signal typically may not be applied at the circuit node where the coupled oscillator system is derived. In this case it is necessary to derive analytically, or using a circuit simulator, a transfer function, which relates the applied injection signal to an induced current or voltage at the node or loop where the system equation is applied. Alternatively, it is possible to consider that the nonlinear-oscillator admittance is a function of the injection signal. It should be noted that in the general case there maybe more than one injection signal applied, and that the injection signal may be coupled to the coupled-oscillator array using different topologies, such as direct injection or radiation coupling, as shown in Fig.7-8 [123].

Following the formulation of Chang et al. [123] where the authors assume a parallel resonance model for the oscillator elements, and they consider the external injection signal in the form of an additional current source in parallel with the oscillator tank, one has


Fig. 7-8. Externally injection-locked coupled-oscillator array topologies, a) globally injected array, b) middle element injection.

$$
\begin{gather*}
\dot{A}_{m}=\mu\left(A_{o m}^{2}-A_{m}^{2}\right) A_{m}+\sum_{i=1}^{N} K_{m i} A_{i} \cos \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right)  \tag{7.9-1}\\
+K_{m p} A_{p} \cos \left(\phi_{p}-\phi_{m}+\Phi_{m p}\right) \\
A_{m} \dot{\phi}_{m}=\Delta \omega_{m} A_{m}+\sum_{i=1}^{N} K_{m i} A_{i} \sin \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right) \\
+K_{m p} A_{m p} \sin \left(\phi_{m p}-\phi_{m}+\Phi_{m p}\right)
\end{gather*}
$$

where it is assumed that oscillator $m$ is being injected by an external source $m p$. The transfer function $\kappa_{m p}=t_{m p} \omega_{m} / 2 Q=K_{m p} e^{j \Phi_{m p}}$ consists of a complex normalized term $t_{m p}$ multiplied with a scaling factor $\omega_{m} / 2 Q$ as is done for the coupling terms from the other oscillator elements in the array. For the case of an injection-current term in parallel with the oscillator tank $t_{m p}=1$. Furthermore, when a single oscillator is considered, Eq. (7.9-1) reduces to Adler's equation.

Alternatively, it is possible to assume that the nonlinear oscillator admittance $Y_{m}\left(v_{m}, \omega, \mu, a_{m p}\right)$ at the node under consideration additionally depends on the injection signal $a_{m p}=A_{m p} e^{j \phi_{m p}}=a_{m p}^{R}+j a_{m p}^{I}$ present at an arbitrary node of the oscillator circuit. Assuming a low amplitude-injection signal relative to the oscillator amplitude $\rho_{m p}=A_{m p} / A_{m} \ll 1$, a Taylor expansion of the oscillator admittance around the free running steady state gives, to first order, [124]

$$
\begin{equation*}
Y_{m}\left(v_{m}, \omega, \mu, a_{m p}\right)=Y_{m}\left(V_{m}, \omega, \mu\right)+Y_{m p}\left(\phi_{m}, a_{m p}\right) \tag{7.9-2}
\end{equation*}
$$

with

$$
\begin{align*}
Y_{m p}\left(\phi_{m}, a_{m p}\right)= & \frac{\partial Y_{m p}}{\partial a_{m p}^{R}} A_{m p} \cos \left(\phi_{m p}-\phi_{m}\right) \\
& +\frac{\partial Y_{m p}}{\partial a_{m p}^{I}} A_{m p} \sin \left(\phi_{m p}-\phi_{m}\right) \tag{7.9-3}
\end{align*}
$$

The first term $Y_{m}\left(V_{m}, \omega, \mu\right)$ is the one considered in Eq. (7.6-3), where no external injection signal is present. The second term $Y_{m p}\left(\phi_{m}, a_{m p}\right)$ is a linear perturbation term due to the external injection signal, which depends on the relative phase between the oscillator and the injection signal. The admittance expression is then introduced in the model presented in Section 7.6 and repeated here for convenience

$$
\begin{equation*}
Y_{m} V_{m} e^{j \phi_{m}}+\sum_{i=1}^{N} Y_{c m i} V_{i} e^{j \phi_{i}}=0 \tag{7.9-4}
\end{equation*}
$$

in order to derive the desired system of equations. As the injection power increases, additional terms in the Taylor expansion can be included in order to improve the accuracy of the approximation [124].

### 7.10 Phase Noise

Perturbation theory is applied in noise analysis of oscillators as typically noise is modeled as a stochastic forcing term in the oscillator differential equation. The stochastic nature of noise and the nonlinear nature of the oscillator circuits make noise analysis a challenging problem. Applying the averaging theory, Kurokawa [105] presented an elegant analysis of phase noise of free-running and externally injection locked oscillators. A fundamental assumption in his formulation is that noise, described by a time-domain stochastic process $n_{m}(t)$ can be expanded in a Fourier series around the arbitrarily chosen fundamental frequency $\omega_{o}$ as

$$
\begin{equation*}
n_{m}(t)=\sum_{n=-\infty}^{+\infty} N_{m n}(t) e^{j \omega_{o} t} \tag{7.10-1}
\end{equation*}
$$

with $N_{m n}(t)=G_{m n}(t)+j B_{m n}(t)$ a complex noise process. In the following it is assumed that $n_{m}(t)$ is a zero-mean white Gaussian process, which results in $G_{m n}(t)$ and $B_{m n}(t)$ being uncorrelated white zero-mean Gaussian processes as well [105].

Extending the work of Kurokawa, Chang et al. [97] studied phase noise in mutually injection-locked coupled-oscillator arrays. Application of the noise expansion and averaging allows us to include the effect of noise in the oscillator formulation Eq. (7.4-1) in terms of $N_{m 1}(t)=G_{m 1}(t)+j B_{m 1}(t)$. In the following, the subscript 1 is dropped for simplicity.

$$
\begin{gather*}
\dot{A}_{m}=\mu\left(A_{o m}^{2}-A_{m}^{2}\right) A_{m}+\sum_{i=1}^{N} K_{m i} A_{i} \cos \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right)  \tag{7.10-2}\\
-\frac{\omega_{o}}{2 Q G_{L}} G_{m}(t)
\end{gather*}
$$

$$
\begin{aligned}
A_{m} \dot{\phi}_{m}=\Delta \omega_{m} & A_{m} \\
& +\sum_{i=1}^{N} K_{m i} A_{i} \sin \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right) \\
& -\frac{\omega_{o}}{2 Q G_{L}} B_{m}(t)
\end{aligned}
$$

The solution of Eq. (7.10-2) is found in the form of a perturbation $\left(V_{m}+\delta V_{m}, \phi_{m}+\delta \phi_{m}\right)$ where $\left(V_{m}, \phi_{m}\right)$ is the solution to the noise-free system of Eq. (7.4-1), leading to a forced variational system, which is the same as was considered in the study of the stability of the steady state with the addition of a noise-forcing term. As before, small amplitude-noise perturbations $\delta V_{m}$ and small phase-noise- perturbation differences $\left(\delta \phi_{m}-\delta \phi_{i}\right)$ result in the forced linear system of differential equations

$$
\begin{align*}
\delta \dot{A}_{m}=\mu\left(A_{o m}^{2}\right. & \left.-3 A_{m}^{2}\right) \delta A_{m} \\
& +\sum_{i=1}^{N} K_{m i} \cos \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right) \delta A_{i} \\
& -\sum_{i=1}^{N} K_{m i} A_{i} \sin \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right)\left(\delta \phi_{i}\right.  \tag{7.10-3}\\
& \left.-\delta \phi_{m}\right)-\frac{\omega_{o}}{2 Q G_{L}} G_{m}(t) \\
A_{m} \delta \dot{\phi}_{m}=\left(\Delta \omega_{m}\right. & -c) \delta A_{m} \\
& +\sum_{i=1}^{N} K_{m i} \sin \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right) \delta A_{i} \\
& +\sum_{i=1}^{N} K_{m i} A_{i} \cos \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right)\left(\delta \phi_{i}\right. \\
& \left.-\delta \phi_{m}\right)-\frac{\omega_{o}}{2 Q G_{L}} B_{m}(t)
\end{align*}
$$

Correspondingly, the alternative model in the presence of noise is modified by including an additive complex noise term $N_{m}(t)=G_{m}(t)+j B_{m}(t)$ in Eq. (7.6-4), which leads to forcing terms $G_{m}(t)$ and $B_{m}(t)$ in the left hand side of the first and second equations of Eq. (7.6-11), respectively. For compactness, the formulation is not repeated here.

Following Chang [97], we proceed to solve Eq. (7.10-3) by first applying a Fourier transform

$$
\begin{align*}
& j \Omega \delta \check{A}_{m}=\mu\left(A_{o m}^{2}-3 A_{m}^{2}\right) \delta \check{A}_{m} \\
&+\sum_{i=1}^{N} K_{m i} \cos \left(\phi_{i}-\phi_{m}+\Phi_{i m}\right) \delta \check{A}_{i} \\
&-\sum_{i=1}^{N} K_{m i} A_{i} \sin \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right)\left(\delta \check{\phi}_{i}\right.  \tag{7.10-4}\\
&\left.-\delta \check{\phi}_{m}\right)-\frac{\omega_{o}}{2 Q G_{L}} \check{G}_{m} \\
& j \Omega A_{m} \delta \check{\phi}_{m}=\left(\Delta \omega_{m}-c\right) \delta \check{A}_{m} \\
&+\sum_{i=1}^{N} K_{m i} \sin \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right) \delta \check{A}_{i} \\
&+\sum_{i=1}^{N} K_{m i} A_{i} \cos \left(\phi_{i}-\phi_{m}+\Phi_{m i}\right)\left(\delta \check{\phi}_{i}\right. \\
&\left.-\delta \check{\phi}_{m}\right)-\frac{\omega_{o}}{2 Q G_{L}} \check{B}_{m}
\end{align*}
$$

The frequency $\Omega$ indicates offset from the fundamental $\omega_{o}$, and the hat indicates a Fourier transformed variable. The linear system of Eq. (7.10-4) is processed easier in matrix form. Using the formulation of Section 7.7, it is possible to write Eq. (7.10-4) in the form

$$
\{j \Omega I-D\}\left[\begin{array}{l}
\delta \check{A}  \tag{7.10-5}\\
\delta \widetilde{\phi}
\end{array}\right]=N\left[\begin{array}{l}
\delta \check{A} \\
\delta \check{\phi}
\end{array}\right]=\left[\begin{array}{l}
\breve{G}_{n} \\
\widetilde{B}_{n}
\end{array}\right]
$$

or

$$
\left[\begin{array}{l}
\delta \check{A}  \tag{7.10-6}\\
\delta \check{\phi}
\end{array}\right]=P\left[\begin{array}{l}
\breve{G}_{n} \\
\breve{B}_{n}
\end{array}\right]
$$

with $\boldsymbol{P}=\boldsymbol{N}^{-1}=[j \Omega \boldsymbol{I}-\boldsymbol{D}]^{-1}$ where the noise terms have been normalized as $\breve{\boldsymbol{G}}_{\boldsymbol{n}}=-\frac{\omega_{o}}{2 Q G_{L}}\left[\breve{G}_{m}\right]$ and $\breve{\boldsymbol{B}}_{\boldsymbol{n}}=-\frac{\omega_{o}}{2 Q G_{L}}\left[\breve{B}_{m}\right]$ for compactness. It should be clarified that the identity matrix in Eq. (7.10-5) is of dimension $2 N$. Correspondingly, the formulation pertaining to the generalized phase model is

$$
\begin{equation*}
\left\{j \Omega I-D_{G}\right\} \delta \check{\phi}=N_{G} \delta \check{\phi}=\breve{B}_{n} \tag{7.10-7}
\end{equation*}
$$

or

$$
\begin{equation*}
\delta \check{\phi}=P_{G} \breve{B}_{n} \tag{7.10-8}
\end{equation*}
$$

with $\boldsymbol{P}_{\boldsymbol{G}}=\boldsymbol{N}_{\boldsymbol{G}}^{\mathbf{1}}=\left[j \Omega \boldsymbol{I}-\boldsymbol{D}_{\boldsymbol{G}}\right]^{-1}$.
The noise correlation matrix $\boldsymbol{S}(\Omega)$ of the oscillator array is given by
where the superscript ()$^{H}$ denotes the conjugate transpose operation. The various noise contributions AM-AM AM-PM, PM-AM, and PM-PM are easily identified. ${ }^{1}$ The operator $\rangle$ denotes ensemble average, and following [97], for white Gaussian processes one has

$$
\begin{gather*}
\left\langle\breve{\boldsymbol{G}}_{\boldsymbol{n}} \breve{\boldsymbol{G}}_{\boldsymbol{n}}^{\boldsymbol{H}}\right\rangle=\left\langle\breve{\boldsymbol{B}}_{\boldsymbol{n}} \breve{\boldsymbol{B}}_{\boldsymbol{n}}^{\boldsymbol{H}}\right\rangle=\left(\frac{\omega_{o} \sigma}{2 Q G_{L}}\right)^{2} \boldsymbol{I}  \tag{7.10-10}\\
\left\langle\breve{\boldsymbol{G}}_{\boldsymbol{n}} \breve{\boldsymbol{B}}_{\boldsymbol{n}}^{\boldsymbol{H}}\right\rangle=\left\langle\breve{\boldsymbol{B}}_{\boldsymbol{n}} \breve{\boldsymbol{G}}_{\boldsymbol{n}}^{\boldsymbol{H}}\right\rangle=\mathbf{0}
\end{gather*}
$$

with $\sigma^{2}$ as the noise variance. Identical oscillators have been assumed and identical noise sources have been applied at each oscillator for simplicity. The spectral density of the oscillator array is given by the diagonal of $\boldsymbol{S}(\Omega)$.

The noise correlation matrix is then given by

$$
\begin{equation*}
\boldsymbol{S}(\Omega)=\left(\frac{\omega_{o} \sigma}{2 Q G_{L}}\right)^{2} \boldsymbol{P} \boldsymbol{P}^{\boldsymbol{H}} \tag{7.10-11}
\end{equation*}
$$

The generalized phase model expression can be used to obtain an approximate, more simplified, expression for the correlation matrix $\boldsymbol{S}_{\boldsymbol{G}}(\Omega)$, without considering amplitude noise:

$$
\begin{equation*}
\boldsymbol{S}_{\boldsymbol{G}}(\Omega)=\left(\frac{\omega_{o} \sigma}{2 Q G_{L}}\right)^{2} \boldsymbol{P}_{\boldsymbol{G}} \boldsymbol{P}_{\boldsymbol{G}}^{\boldsymbol{H}} \tag{7.10-12}
\end{equation*}
$$

Note that $\boldsymbol{S}_{\boldsymbol{G}}(\Omega)$ is a square matrix of dimension $N$ containing all correlation terms among the noise quantities of the individual oscillators. The phase noise spectra $\boldsymbol{S}_{\boldsymbol{G} \boldsymbol{\phi}}(\Omega)$ of the individual oscillators in the array are given by the diagonal elements of $\boldsymbol{S}_{\boldsymbol{G}}(\Omega)$, or

$$
\begin{equation*}
\boldsymbol{S}_{G \boldsymbol{\phi}}(\Omega)=\left(\frac{\omega_{o} \sigma}{2 Q G_{L}}\right)^{2} \operatorname{dg}\left\{\boldsymbol{P}_{\boldsymbol{G}} \boldsymbol{P}_{\boldsymbol{G}}^{H}\right\} \mathbf{1} \tag{7.10-13}
\end{equation*}
$$

[^0]The phase noise spectrum $S_{1 \phi}(\Omega)$ of a single oscillator element uncoupled to the rest of the array corresponds to $\boldsymbol{D}_{G}=\mathbf{0}$, and is given by

$$
\begin{equation*}
S_{1 \phi}(\Omega)=\left(\frac{\omega_{o} \sigma}{2 Q G_{L}}\right)^{2} \frac{1}{\Omega^{2}} \tag{7.10-14}
\end{equation*}
$$

This expression is in agreement with the one given by Kurokawa in Ref. [105] and demonstrates the dependence of $\Omega^{-2}$ of the phase-noise spectrum for the case of white Gaussian noise sources.

The expression for the phase noise spectrum vector $\boldsymbol{S}_{\boldsymbol{G} \boldsymbol{\phi}}(\Omega)$ of each oscillator element in the array finally can be written

$$
\begin{equation*}
\boldsymbol{S}_{\boldsymbol{G} \boldsymbol{\phi}}(\Omega)=S_{1}(\Omega) \Omega^{2} \operatorname{dg}\left\{\boldsymbol{P}_{\boldsymbol{G}} \boldsymbol{P}_{\boldsymbol{G}}^{\boldsymbol{H}}\right\} \mathbf{1} \tag{7.10-15}
\end{equation*}
$$

In addition to the phase noise of the individual coupled oscillator elements $\delta \phi_{m}$, in quasi optical power combining applications, one is also interested in the phase noise of the combined output of the oscillators $\delta \phi_{T}$. Assuming small perturbations, one may write the combined far-field amplitude $V(t)$ as [97]

$$
\begin{align*}
V(t)=\sum_{m=1}^{N} A_{m} & \cos \left(\omega_{o} t+\phi_{m}\right) \\
& \approx N A \sum_{m=1}^{N} \cos \left(\omega_{o} t+\phi_{T}\right) \tag{7.10-16}
\end{align*}
$$

with

$$
\begin{equation*}
\delta \phi_{T}=\frac{1}{N} \sum_{m=1}^{N} \delta \phi_{m}=\frac{1}{N} \mathbf{1}^{T} \boldsymbol{\delta} \boldsymbol{\phi} \tag{7.10-17}
\end{equation*}
$$

The phase noise spectrum $S_{G T}(\Omega)$ of the combined output is given by

$$
\begin{equation*}
S_{G T}(\Omega)=\left\langle\delta \check{\varphi}_{T} \delta \check{\varphi}_{T}^{H}\right\rangle=\frac{1}{N^{2}}\left\langle\mathbf{1}^{T} \boldsymbol{\delta} \breve{\boldsymbol{\varphi}} \boldsymbol{\delta} \check{\boldsymbol{\varphi}}^{\boldsymbol{H}} \mathbf{1}\right\rangle \tag{7.10-18}
\end{equation*}
$$

which, with the help of Eq. (7.10-15) becomes

$$
\begin{equation*}
S_{G T}(\Omega)=\frac{S_{1}(\Omega) \Omega^{2}}{N^{2}} \mathbf{1}^{\boldsymbol{T}} \boldsymbol{P}_{G} \boldsymbol{P}_{\boldsymbol{G}}^{H} \mathbf{1} \tag{7.10-19}
\end{equation*}
$$

Evaluation of the individual oscillator phase noise and the combined output phase noise is generally possible only by numerically evaluating Eqs. (7.10-15) and (7.10-19) respectively. Nonetheless, Chang et. al. [97] were able to analytically study several cases commonly found in the literature.

One of the results obtained by Chang, et al. [97] corresponds to the case where $\boldsymbol{D}_{\boldsymbol{G}}=\left[\boldsymbol{\Phi}^{\boldsymbol{H}} \boldsymbol{\kappa} \boldsymbol{\Phi}-\operatorname{dg}\left(\boldsymbol{\Phi}^{\mathbf{H}} \boldsymbol{\kappa} \boldsymbol{\Phi} \mathbf{1}\right)\right]^{R}$, repeated here for convenience, is a symmetric matrix $\left(\boldsymbol{D}_{\boldsymbol{G}}^{\boldsymbol{T}}=\boldsymbol{D}_{\boldsymbol{G}}\right)$. As one can see, $\boldsymbol{D}_{\boldsymbol{G}}$ depends both on the coupling network through $\boldsymbol{\kappa}$, and on the steady-state phase distribution of the various oscillator array elements, through $\boldsymbol{\Phi}$. It can be easily verified that $\boldsymbol{D}_{\boldsymbol{G}} \mathbf{1}=\mathbf{0}$, which reflects the fact that the steady state is unchanged to within a common constant phase term added to all oscillator elements, or in other words, the fact that the steady state is defined by the phase differences of the various elements. Using the above two properties, Chang et al. [97] have shown by analytically evaluating $\boldsymbol{P}_{\boldsymbol{G}} \boldsymbol{P}_{\boldsymbol{G}}^{\boldsymbol{H}}$ that $\mathbf{1}^{\boldsymbol{T}} \boldsymbol{P}_{\boldsymbol{G}} \boldsymbol{P}_{\boldsymbol{G}}^{\boldsymbol{H}} \mathbf{1}=\Omega^{-2} N$, which results in

$$
\begin{equation*}
S_{G T}(\Omega)=\frac{S_{1}(\Omega)}{N} \tag{7.10-20}
\end{equation*}
$$

This is an important result indicating that the phase noise of the combined array output is reduced by a factor $N$ compared to the individual free-running oscillator phase noise (as indicated in Section 6.4). It remains to identify under which conditions $\boldsymbol{D}_{\boldsymbol{G}}$ is symmetric. One characteristic example is when an inphase steady-state solution is assumed ( $\boldsymbol{\Phi}=\boldsymbol{I}$ ) and a reciprocal coupling network matrix with zero coupling phase $\boldsymbol{\kappa}^{T}=\boldsymbol{\kappa}=\boldsymbol{\kappa}^{R}$.

In the case of a reciprocal coupling network of near-neighbor bilateral coupling with zero coupling phase, $\boldsymbol{D}_{\boldsymbol{G}}$ is symmetric for any constant phase distribution among the oscillator elements. It was also shown that in this case the individual oscillator phase noise is also reduced by a factor $N$ when the oscillators are inphase. The oscillator phase noise for steady states with phase distributions with non-zero progressive phase $\Delta \phi_{p}$ degrades with increasing $\Delta \phi_{p}$ up to the point where the array loses stability and the phase noise becomes equal to the freerunning oscillator phase-noise value.

Finally, it was shown by Chang et al. [97] that there is no phase noise improvement in the case of unilaterally coupled oscillators, both for the individual elements and the combined-array output (as indicated in Section 6.4).

The phase noise of externally injection-locked oscillators has been investigated by Kurokawa in [105], where it was shown that the injected oscillator phasenoise spectrum follows the phase-noise profile of the injection-locking signal for small frequency offsets near the carrier, and it converges to the free-running oscillator phase-noise spectrum for large frequency offsets. The formulation of Kurokawa [105] was extended to externally injection locked coupled oscillator arrays by Chang, et al. [123]. It is straightforward to obtain the formulation pertaining to the externally injection-locked coupled-oscillator arrays by
properly including in Eq. (7.10-2) terms due to injection sources as shown in (7.9-1). Chang et al. [123] investigated several topologies including a globally injected linear array, and arrays where a different single elements within the array are injected. In summary, the results showed that for small offsets the array phase-noise profile follows the injection-locking source phase-noise profile. However, for large offsets from the carrier the globally illuminated case showed a different behavior than the single-element illumination topology. In the former, the phase noise improves with increasing number of array elements, whereas in the latter the phase noise degrades with increasing number of elements. Furthermore, the array phase-noise performance of the single-element injection case improves as one injects an element closer to the array center.

### 7.11 Modulation

Several authors have considered the use of coupled-oscillator arrays in communication system applications. It is possible to distinguish among architectures where the coupled-oscillator array signal is modulated or architectures employing a coupled-oscillator array as the local oscillator in a multi-antenna up-converting or down-converting transceiver. The first topology has been studied by Kykkotis et. al. in [99]. Due to the limiting properties of oscillators, modulation formats that lead to large variations in the signal envelope are not recommended as the oscillator dynamics will tend to smooth these variations and introduce distortion. However, constant envelope modulation formats (such as constant phase modulation (CPM) and Gaussian minimum shift keying (GMSK)) represent excellent candidates to be employed in such systems. In Ref. [99], the modulation is applied in the coupledoscillator array through an external injection signal. Additionally, it is possible to introduce modulation through the frequency-tuning bias voltage of the individual oscillators, as was proposed by Pogorzelski in Ref. [63].

A formulation based on Eq. (7.9-3) where the effect of the external-injection signal is included in the oscillator admittance was used by Collado and Georgiadis [124] to analyze the performance of such systems as the modulation bandwidth increases. The effect of the modulation on the maximum stable progressive constant phase shift among the oscillator elements was investigated, and it was shown that the presence of modulation leads to a reduction of the maximum achievable scanning range. In Fig. 7-9, the effect of sinusoidal phase modulation in the maximum scanning range of a two-element coupled oscillator array is shown. The maximum stable phase difference between the first harmonics of the two oscillators is obtained using the aforementioned model (denoted by RoM in Fig. 7-9), in good agreement with measurements as well as simulation results obtained using a commercial envelope transient circuit simulator. (The principles of nonlinear-circuit
simulation methods, such the envelope transient, are described in Chapter 8.) In addition, measurements of the maximum phase difference of the second harmonics of the oscillators are presented, and compared with the results using the envelope transient simulator. As can be seen from Fig. 7-9, extended scanning range can be obtained by considering the phase variation of an oscillator harmonic frequency rather than the fundamental frequency. Such architectures used to provide extended phase-scanning range are described in Section 8.6.

On the other hand, the use of coupled-oscillator arrays to provide the local oscillator signal in multi-element communication transceivers has been studied by Pogorzelski and Chiha in Ref. [74] and Pogorzelski in Ref. [125]. The coupled-oscillator array is used to provide a local-oscillator signal to a mixer with a desired phase distribution in order to appropriately steer the array beam without the need for phase shifters and a complex local-oscillator distributed feed network. In addition, more compact front ends can be implemented employing an array of coupled self-oscillating mixers as was proposed by ver Hoeye et al. [79].


Fig. 7-9. Two-element coupled-oscillator array. Effect of phase modulation index $\beta$ on stable phase shift among the oscillator elements. Sinusoidal phase modulation of 1 MHz frequency is applied by external injection locking to the one oscillator of the array. The results of the model developed based on Eq. (7.9-3) are denoted by RoM. (Reprinted with permission from [124], ©2001 IEEE.)

### 7.12 Coupled Phase-Locked Loops

A phase-locked loop (PLL) is typically used in frequency-generation applications, as well as in phase recovery and phase/frequency modulation/demodulation applications where one oscillator is required to track the phase of a signal present at its input. Therefore, it presents an excellent candidate for generating phase distributions among oscillator elements, which are required in electronic beam-steering applications. Martinez and Compton [126] first proposed the use of a coupled phase-locked loop for phased arrays. Subsequently, Buckwalter et. al. [127] extended their work to study the synchronization properties of such loops, and Chang presented a phase noise analysis [128].

The topology of a coupled PLL system is shown in Fig. 7-10, where a linear array of oscillators is considered. An error signal $e$ is formed by a mixing operation where the outputs of adjacent oscillators are multiplied together. The mixers are used as phase detectors; however, other more sophisticated topologies can also be used where the oscillator outputs are first passed through a frequency divider and are subsequently fed to a digital phase detector, as is typically done in PLL architectures. Finally, the loop is closed by feeding the error signal to each oscillator-control input after it has passed through a loop filter. The relative phases between the oscillator elements are controlled by introducing additional external signals in the error signal path such as $x_{1}$ and $x_{N}$, shown in Fig. 7-10.

In the following, an introduction to the equations describing the dynamics of a two-element coupled PLL system is presented, following the formulation by Buckwalter et al. [127], and based on the topology indicated in Fig. 7-10. Identical oscillators are assumed where, for simplicity, a linear voltage-tofrequency model relation is considered

$$
\begin{equation*}
\dot{\phi}_{i}=\omega_{i}+K_{v} y_{i} \tag{7.12-1}
\end{equation*}
$$

The index $i=1,2$ runs through the set of two oscillators. Furthermore, a firstorder loop filter is assumed with gain $a$, one zero $\tau_{z}$, and one pole $\tau_{p}$, having a transfer function given by

$$
\begin{equation*}
H(\omega)=\alpha \frac{1+j \omega \tau_{z}}{1+j \omega \tau_{p}} \tag{7.12-2}
\end{equation*}
$$

Identical loop filters are considered for both oscillators.


Fig. 7-10. Coupled phase-locked loop architecture.
Based on Fig. 7-10, and considering two oscillators the following system of equations is derived

$$
\begin{gather*}
\tau_{p} \dot{y}_{1}+y_{1}=a\left[\tau_{z}\left(\dot{e}_{1}-\dot{x}_{1}\right)+\left(e_{1}-x_{1}\right)\right]  \tag{7.12-3}\\
\tau_{p} \dot{y}_{2}+y_{2}=a\left[\tau_{z}\left(\dot{x}_{2}-\dot{e}_{1}\right)+\left(x_{2}-e_{1}\right)\right]  \tag{7.12-4}\\
\dot{\phi}_{1}=\omega_{1}+K_{v} y_{1}  \tag{7.12-5}\\
\dot{\phi}_{2}=\omega_{2}+K_{v} y_{2}  \tag{7.12-6}\\
e_{1}=K_{p} \sin \phi_{1} \sin \phi_{2} \approx \frac{1}{2} K_{p} \cos \left(\phi_{2}-\phi_{1}\right) \tag{7.12-7}
\end{gather*}
$$

It should be noted that for the sake of simplicity the higher frequency mixing product is not considered in the error signal $e_{1}$ as it is assumed that it will be greatly attenuated by the loop filter.

Using the above equations, it is possible to derive one equation governing the dynamics of the phase difference $\Delta \phi=\phi_{2}-\phi_{1}$. The external signals $x_{1}$ and $x_{2}$ can be used to introduce modulation to the loop or simply set some desired phase difference by introducing some offset to the equilibrium point of the loop. Setting external signals equal to zero $\left(x_{1}=x_{2}=0\right)$ it is straightforward to derive the differential equation that the phase difference between the oscillators satisfies

$$
\begin{equation*}
\tau_{p} \Delta \ddot{\phi}+\left[1-\tau_{z} G \sin \Delta \phi\right] \Delta \dot{\phi}+G \cos \Delta \phi-\Delta \omega=0 \tag{7.12-8}
\end{equation*}
$$

where $\Delta \omega=\omega_{2}-\omega_{1}$ and $G=\alpha K_{v} K_{p}$. The equilibrium points of the coupled PLL correspond to $\Delta \ddot{\phi}=\Delta \dot{\phi}=0$ and are derived by solving

$$
\begin{equation*}
G \cos \Delta \phi-\Delta \omega=0 \tag{7.12-9}
\end{equation*}
$$

It is easy to verify that two solutions exist within the phase interval $[0,2 \pi)$, and perturbation analysis of Eq. (7.12-8) can be used to show that only the one of the two that falls in the interval $[0, \pi)$ is stable [127]. This fact implies that the phase difference of the two oscillators for the topology under consideration can be tuned in the range $[0, \pi)$, by varying the relative frequencies of the two oscillators $\Delta \omega$.

The hold-in range $\Omega_{\mathrm{h}}$ of the coupled PLL is the range of the frequency difference among the oscillator elements for which the system remains in a stable equilibrium. The pull-in range on the other hand, is the range of the frequency difference for which the system will eventually evolve to a stable equilibrium. The hold-in range presents an upper bound to the pull-in range. Based on the above analysis and the stability analysis of the equilibrium points, it was determined by Buckwalter, et al. [127] that the hold-in range is equal to

$$
\begin{equation*}
\Omega_{\mathrm{h}}=2 \mathrm{G} \tag{7.12-10}
\end{equation*}
$$

Furthermore, they calculated an approximate value for the pull-in range as given by Eq. 7.12-11 [127]

$$
\begin{equation*}
\Omega_{\mathrm{p}} \approx 2 \sqrt{\frac{\sqrt{1+4 \tau_{\mathrm{p}}^{2} \mathrm{G}^{2}}-1}{2 \tau_{\mathrm{p}}^{2}}} \tag{7.12-11}
\end{equation*}
$$

Finally, Buckwalter, et al. [127] studied the effect of circuit delay on the holdin and pull-in range of the system. Such delays are present in the system due to the filter characteristics of the circuit, and they result in complex dynamic behavior and instabilities. We remark that such filter characteristics may be fruitfully interpreted as time delays if the delay is small. Unlike Chapter 5 of this book, the analysis of Buckwalter, et al. does include the nonlinear behavior. Recall that in Chapter 5 we introduced coupling delay in oscillator arrays via an exponential of the Laplace transform variable. There the analysis was done in the linear approximation, and thus the solutions did not exhibit any of the complex dynamical behavior arising from nonlinearity. The delay introduced was a true time delay due to propagation through the coupling lines and was not constrained to be small. However, the late time behavior in that situation
corresponds to solution at time equal to many delay times, a condition which may be satisfied either by large $t$ or small delay or both.

The model described in this section can be made progressively more complex, by taking into account the high-frequency mixing product at the output of the phase detector in the formulation, or by using a higher order loop filter and digital phase detectors.

### 7.13 Conclusion

In this chapter we revisited the analysis of coupled-oscillator arrays and presented two approximate models that describe the amplitude and phase dynamics at the fundamental frequency of oscillation of the coupled oscillator arrays. We presented a compact matrix formulation of the models, which can be used to efficiently analyze the transient behavior of the arrays, determine the various steady-state solutions, and examine their stability. In addition we provided a formulation that enables one to consider external injection-locking signals to the array, which can be used to introduce modulation into the array. These models were used to provide an overview of the phase-noise analysis of coupled-oscillator arrays. Such approximate models can be used to simulate large coupled-oscillator arrays in a computationally efficient manner. Finally, it was pointed out that PLLs can be substituted for VCOs in coupled systems, resulting in behavior quite similar to that of the arrays discussed previously. In the next chapter we describe nonlinear simulation methods that can be used to accurately simulate and design oscillator circuits and coupled-oscillator arrays.

## Chapter 8 Numerical Methods for Simulating Coupled Oscillator Arrays

Coupled-oscillator arrays present a challenge to the designer due to difficulties both in the accurate simulation of oscillator elements and in the requirement for computationally efficient simulation techniques for large arrays. In addition, coupled-oscillator array design is made more difficult by the presence of multiple operating modes and stability considerations. As a result, a number of approximations need to be used to reduce the simulation time. Such are describing function models for non-linear elements [15] [118] [129] [130], along with perturbation models, infinite array approximations and continuum models shown in Chapter 3 [38] [39] and in Chapter 4 [42] [43] [44], respectively.

The progress in recent years in nonlinear simulation techniques has led to more accurate analysis and optimization methods for nonlinear circuits such as oscillators and mixers, as well as arrays [120,131]. Furthermore, these nonlinear simulation tools can be combined with electromagnetic simulation in order to analyze radiating structures and nonlinear antennas and arrays.

In this chapter, an introduction to numerical methods for simulating nonlinear circuits is presented [132,131], focused on the simulation of autonomous circuits such as oscillators, followed by an introduction to convex optimization principles [133]. Nonlinear simulation techniques are demonstrated in order to trace the steady-state solutions of coupled-oscillator arrays and investigate their stability [116].

### 8.1 Introduction to Numerical Methods

The recent advances in numerical methods for simulating nonlinear microwave circuits permit one to model oscillator and coupled-oscillator array circuits efficiently and accurately. In this section a brief introduction to the principles of commonly used methods will be presented, with an aim towards obtaining the periodic steady state of oscillator circuits. The reader is prompted to the literature for an advanced and detailed description of the various methods, such as for example Refs. [132,131,101,134]. Among the various existing numerical methods, transient simulation, harmonic balance, and envelope-transient simulation are described next.

### 8.1.1 Transient Simulation

A general nonlinear circuit is considered where a vector $x$ of size $N$ contains the state variables of the circuit, namely node voltages and currents. The circuit is described by a non-autonomous system of differential equations obtained by applying Kirchhoff's current law at the circuit nodes as well as the voltage law at the circuit branches, as introduced in Eq. (7.1-2) and repeated here for convenience

$$
\begin{equation*}
\dot{x}=\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{u}, t) \tag{8.1-1}
\end{equation*}
$$

with an initial condition $\boldsymbol{x}\left(\boldsymbol{t}_{\boldsymbol{o}}\right)=\boldsymbol{x}_{\boldsymbol{o}}$, where typically $t_{o}=0$. A vector $\boldsymbol{u}$ of size $P$ including external, known, forcing terms has been included for generality.

The system is classified as an initial value problem [132], and the computation of its solution over a given time interval is known as transient simulation. There exist various discrete time numerical integration methods that are used to perform a transient simulation [101]. Assuming an integration time step $q$, the values of the state variable vector $x_{k}$ at time $t_{k}=k q$ are generally computed as follows [101]

$$
\begin{equation*}
\boldsymbol{x}_{\boldsymbol{k}+\mathbf{1}}=\sum_{n=0}^{m-1} a_{n} \boldsymbol{x}_{\boldsymbol{k}-\boldsymbol{n}}+q \sum_{n=-1}^{m-1} b_{n} \boldsymbol{f}\left(\boldsymbol{x}_{\boldsymbol{k}-\boldsymbol{n}}, \boldsymbol{u}_{\boldsymbol{k}-\boldsymbol{n}}, t_{k-n}\right) \tag{8.1-2}
\end{equation*}
$$

The number of evaluations of the state variables and vector field that are required for the evaluation of the next state $k+1$ are called the steps of the algorithm, and these steps define the order of the algorithm. An algorithm is called explicit if the future state depends only on past values of the state variables and the vector field, which corresponds to $b_{-1}=0$. If $b_{-1} \neq 0$, the algorithm is called implicit.

A commonly used single-step, explicit integration algorithm is the forward Euler algorithm, which is defined as

$$
\begin{equation*}
\boldsymbol{x}_{\boldsymbol{k}+\mathbf{1}}-\boldsymbol{x}_{\boldsymbol{k}}=q f\left(\boldsymbol{x}_{\boldsymbol{k}}, \boldsymbol{u}_{\boldsymbol{k}}, t_{k}\right) \tag{8.1-3}
\end{equation*}
$$

In contrast, the backward Euler algorithm is a single-step implicit algorithm

$$
\begin{equation*}
\boldsymbol{x}_{\boldsymbol{k}+1}-\boldsymbol{x}_{\boldsymbol{k}}=q \boldsymbol{f}\left(\boldsymbol{x}_{\boldsymbol{k}+1}, \boldsymbol{u}_{\boldsymbol{k}+1}, t_{k+1}\right) \tag{8.1-4}
\end{equation*}
$$

where the evaluation of the state vector at time $k+1$ requires the computation of the vector field at the same time step. The resulting nonlinear system of algebraic equations maybe solved using some numerical root-finding algorithm. Typically the Newton-Raphson algorithm is used to compute the solution at each time step [132]. Assuming a nonlinear system $\boldsymbol{h}(\boldsymbol{x})$ of algebraic equations with unknown the steady state $\boldsymbol{x}=\boldsymbol{x}_{\boldsymbol{k}+\boldsymbol{1}}$ at time step $t_{k}=(k+1) q$,

$$
\begin{equation*}
\boldsymbol{h}(\boldsymbol{x})=\boldsymbol{x}-\boldsymbol{x}_{\boldsymbol{k}}-q \boldsymbol{f}\left(\boldsymbol{x}, \boldsymbol{u}_{\boldsymbol{k}+\boldsymbol{1}}, t_{k+1}\right)=\mathbf{0} \tag{8.1-5}
\end{equation*}
$$

the Newton-Raphson algorithm is an iterative algorithm that requires an initial guess $\boldsymbol{x}_{\mathbf{0}}$ as a starting point, and proceeds to find the roots of $\boldsymbol{h}(\boldsymbol{x})$ by calculating successive approximations of the unknown steady-state vector as

$$
\begin{equation*}
x^{(j+1)}=x^{(j)}-\left[j h\left(x^{(j)}\right)\right]^{-1} h\left(x^{(j)}\right)=0 \tag{8.1-6}
\end{equation*}
$$

where $j$ is the iteration index, and $\boldsymbol{j} \boldsymbol{h}\left(\boldsymbol{x}^{(j)}\right)$ is the Jacobian of the nonlinear function $\boldsymbol{h}\left(\boldsymbol{x}^{(j)}\right)$ [132]. The steady-state vector at the previous time step $j$ is a good candidate for an initial guess $\boldsymbol{x}_{\mathbf{0}}=\boldsymbol{x}_{\boldsymbol{k}}$. It can be shown that if the initial guess is close enough to a solution given by Eq. (8.1-5), if the nonlinear function $\boldsymbol{h}$ is continuously differentiable, and the Jacobian $\boldsymbol{j} \boldsymbol{h}$ is not singular, the sequence given by Eq. (8.1-6) converges to a root of $\boldsymbol{h}$.

Many different numerical integration algorithms (8.1-2) exist depending on the choice of the various $a_{n}$ and $b_{n}$ coefficients. Selection of the appropriate integration algorithm depends on computational complexity, accuracy, and numerical stability considerations [101]. Moreover, modern integration routines adaptively adjust the integration step and order of the integration algorithm.

In order to obtain the periodic steady state of an oscillator, one needs to integrate Eq. (8.1-1) for a sufficient time interval in order to allow all transient responses to decay. As a result, transient simulation is not an efficient method to analyze the behavior of oscillator and coupled oscillator systems. Conversely however, transient simulation provides a way to examine the stability of the solutions, as time-domain integration converges only to stable steady-state solutions.

There exist time-domain algorithms such as the shooting methods that minimize the evaluation of the initial transient state in order to efficiently obtain the desired periodic steady state. In this case, one solves the system of
differential equations given by Eq. (8.1-1) subject to a periodic boundary condition $\boldsymbol{x}(t)=\boldsymbol{x}(t+T)$, where $T$ is the period of the steady state. The reader is prompted to the literature for a description of these methods [101,132].

### 8.1.2 Harmonic Balance Simulation

Frequency domain methods are particularly suited for the analysis of systems where a periodic solution exists. In this case it is possible to represent the steady-state solution by a trigonometric polynomial of degree $M$. The selected value of $M$ is a trade-off between accuracy and computational efficiency. Specifically, assuming a state vector $\boldsymbol{x}(t)$ of size $N$, and a vector of external forcing signals $\boldsymbol{u}(t)$ of size $P$, we can write

$$
\begin{align*}
& \boldsymbol{x}(t)=\sum_{k=-M}^{M} \boldsymbol{X}_{\boldsymbol{k}} e^{j k \omega t}  \tag{8.1-7}\\
& \boldsymbol{u}(t)=\sum_{k=-M}^{M} \boldsymbol{U}_{\boldsymbol{k}} e^{j k \omega t} \tag{8.1-8}
\end{align*}
$$

where $\omega$ is the angular fundamental frequency of the periodic steady state. The frequency domain state vector and external forcing signal vector are defined by the $N$ by $2 M+1$ matrix $\boldsymbol{X}=\left[\boldsymbol{X}_{\boldsymbol{k}}\right]$, and by the $P$ by $2 M+1$ matrix $\boldsymbol{U}=\left[\boldsymbol{U}_{\boldsymbol{k}}\right]$, respectively. Similarly, the vector field $\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{u}, t)$ is a periodic function and can also be expanded in a Fourier series as

$$
\begin{equation*}
\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{u}, t)=\sum_{k=-M}^{M} \boldsymbol{F}_{\boldsymbol{k}}(\boldsymbol{X}, \boldsymbol{U}) e^{j k \omega t} \tag{8.1-9}
\end{equation*}
$$

where $\boldsymbol{F}=\left[\boldsymbol{F}_{\boldsymbol{k}}(\boldsymbol{X}, \boldsymbol{U})\right]$ is the frequency domain vector field $N$ by $2 M+1$ matrix, and depends both on $\boldsymbol{X}$ and $\boldsymbol{U}$.

In a typical piecewise harmonic balance algorithm implementation [134], the circuit is divided into a linear sub-circuit and a nonlinear sub-circuit, and Kirchhoff's laws are applied in the nodes that connect the two sub-circuits. The response of the nonlinear sub-circuit is computed in the time domain and a fast Fourier transform algorithm is used to convert the related data to the frequency domain. As a result, in order to compute the frequency domain vector field matrix $\boldsymbol{F}$, one first applies the inverse Fourier transform to the state $\boldsymbol{X}$ and external signal $\boldsymbol{U}$ vectors in order to obtain their time-domain expressions $\boldsymbol{x}$ and $\boldsymbol{u}$, then computes the time-domain vector field $\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{u}, t)$, and finally applies the Fourier transform to $\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{u}, t)$ in order to obtain $\boldsymbol{F}$.

By introducing Eqs. (8.1-7), (8.1-8) and (8.1-9) into the original time-domain system of differential equations given by Eq. (8.1-1), and balancing the coefficients of the exponential terms $e^{j k \omega t}$, a system of algebraic equations is obtained

$$
\begin{equation*}
H(X, U)=\Omega X-F(X, U)=0 \tag{8.1-10}
\end{equation*}
$$

The matrix $\boldsymbol{\Omega}$ contains the angular frequency terms generated by the time derivative operation on the Fourier series expansion in Eq. (8.1-7). The above system of algebraic equations is efficiently solved using root finding algorithms such as for example the Newton-Raphson algorithm $[134,132]$ described in the previous section.

It should be noted, that when the steady state is expanded using only a firstorder trigonometric polynomial $(M=1)$, the corresponding formulation is known as the describing function [131], and it can be used to obtain insightful analytical expressions. The coupled-oscillator models of the previous chapter are describing function formulations.

Harmonic balance is able to handle quasi-periodic solutions by properly extending the polynomial basis and the time to a frequency-domain transform algorithm [132].

### 8.1.3 Conversion Matrix

In microwave mixer circuits, a quasi-periodic steady-state solution exists with two or more fundamental frequency components. In the simplest scenario, two fundamental frequencies need to be considered corresponding to the local oscillator signal and the RF input signal to the mixer. Correspondingly, a two-fundamental-frequency harmonic balance algorithm needs to be used in order to evaluate the steady state.

However, in typical mixer operation, the local oscillator signal has significantly larger power than the RF input to the mixer. As a result, it is possible to evaluate the periodic steady state in the absence of the RF input signal, defined by the local oscillator signal and using a harmonic balance algorithm with a single fundamental-frequency component. The effect of the RF input signal is then considered as a linear perturbation of the previously defined steady state leading to a computationally efficient algorithm known as the conversion matrix method.

Assuming a linear perturbation of the steady-state solution $\boldsymbol{x}(t)=\boldsymbol{x}_{\boldsymbol{o}}(t)+\boldsymbol{\delta} \boldsymbol{x}(t)$, and an external RF signal $\boldsymbol{u}(t)$, the initial system of differential equations becomes

$$
\begin{equation*}
\dot{\boldsymbol{x}}_{\boldsymbol{o}}(\boldsymbol{t})=\boldsymbol{f}\left(\boldsymbol{x}_{\boldsymbol{o}}, \mathbf{0}, t\right) \tag{8.1-11}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{\delta} \dot{\boldsymbol{x}}(t)=\boldsymbol{d}_{\boldsymbol{x}} \boldsymbol{f}\left(\boldsymbol{x}_{\boldsymbol{o}}, \mathbf{0}, t\right) \boldsymbol{\delta} \boldsymbol{x}(t)+\boldsymbol{d}_{\boldsymbol{u}} \boldsymbol{f}\left(\boldsymbol{x}_{\boldsymbol{o}}, \mathbf{0}, t\right) \boldsymbol{u}(t) \tag{0.1-11}
\end{equation*}
$$

where $\boldsymbol{x}_{\boldsymbol{o}}(t)$ is the solution that corresponds to the large local-oscillator signal in the absence of the RF input, and $\boldsymbol{d}_{\boldsymbol{x}} \boldsymbol{f}$ and $\boldsymbol{d}_{\boldsymbol{u}} \boldsymbol{f}$ are the time-varying Jacobians of the vector field $\boldsymbol{f}$ versus the state vector $\boldsymbol{x}(t)$ and versus the input RF signal vector $\boldsymbol{u}(t)$, respectively, evaluated at $\boldsymbol{x}_{\boldsymbol{o}}(t)$ and $u(t)=0$. Both equations of the above system are solved in the frequency domain by applying the harmonic balance algorithm as Eq. (8.1-10). The frequency domain coefficients of the Jacobian matrices involved in the second equation are obtained at no additional computational cost during the Newton-Raphson harmonic balance computation of the large signal steady state corresponding to the first equation of Eq. (8.1-11) [131] [134].

### 8.1.4 Envelope Transient Simulation

The envelope transient simulation is a combination of the transient and harmonic balance simulation methods proposed D. Sharrit [135] and E. Ngoya and R. Larcheveque [136]. In effect, one represents the state variables, external forcing terms, and vector field by Fourier-series expansions of time-varying phasors

$$
\begin{gather*}
\boldsymbol{x}(t)=\sum_{k=-M}^{M} \boldsymbol{X}_{\boldsymbol{k}}(t) e^{j k \omega t}  \tag{8.1-12}\\
\boldsymbol{u}(t)=\sum_{k=-M}^{M} \boldsymbol{U}_{\boldsymbol{k}}(t) e^{j k \omega t}  \tag{8.1-13}\\
\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{u}, t)=\sum_{k=-M}^{M} \boldsymbol{F}_{\boldsymbol{k}}(\boldsymbol{X}(t), \boldsymbol{U}(t)) e^{j k \omega t} \tag{8.1-14}
\end{gather*}
$$

Consequently, a transformed system of differential equations is obtained that has the form

$$
\begin{equation*}
\dot{X}=-\Omega X+F(X, U)=-H(X, U) \tag{8.1-15}
\end{equation*}
$$

The above system is solved using time-domain integration. The advantage of envelope transient simulation over the traditional transient simulation is that the time-varying phasors $\boldsymbol{X}(t)$ are slowly varying, allowing one to use a much larger time step in the simulation. Being a time-domain simulation, envelope
transient simulation may also be used to verify the stability of a steady-state solution as it converges only to stable solutions.

### 8.1.5 Continuation Methods

Once a steady-state solution is obtained, continuation methods can be used to obtain the families of steady-state solutions that occur as one or more parameters of the circuit under consideration are varied. Continuation techniques provide an initial condition that is close to the required steady-state solution, so that the application of the Newton-Raphson or any other root finding algorithm that is being used converges quickly and efficiently.

Assuming a parameter $p=p_{0}$ for which the steady-state solution $\boldsymbol{x}=\boldsymbol{x}_{\mathbf{0}}$ has been evaluated, it is then possible to obtain the steady-state solution $\boldsymbol{x}_{\boldsymbol{e}}$ corresponding to the parameter value $p=p_{e}$ by considering a sequence of values $p_{0}<p_{1}<p_{2} \ldots<p_{e}$ and progressively evaluating the steady state corresponding to each parameter value by using the solution at each step as the initial condition for the evaluation of the next step [132].

In order to reduce the steps of the continuation method, the already obtained steady-state values are extrapolated. Assuming that the steady-state solution at step $k$ has been obtained by solving the harmonic balance system Eq. (8.1-10),

$$
\begin{equation*}
\boldsymbol{H}_{\boldsymbol{k}}\left(\boldsymbol{X}_{\boldsymbol{k}}, p_{k}\right)=0 \tag{8.1-16}
\end{equation*}
$$

the solution corresponding to $p_{k+1}$ is approximated by linear extrapolation as

$$
\begin{equation*}
\boldsymbol{J}_{X} \boldsymbol{H}_{\boldsymbol{k}}\left(\boldsymbol{X}_{\boldsymbol{k}+\boldsymbol{1}}-\boldsymbol{X}_{\boldsymbol{k}}\right)+\frac{\boldsymbol{\partial} \boldsymbol{H}_{\boldsymbol{k}}}{\partial p}\left(p_{k+1}-p_{k}\right)=0 \tag{8.1-17}
\end{equation*}
$$

where $\boldsymbol{J}_{\boldsymbol{X}} \boldsymbol{H}_{\boldsymbol{k}}$ is the Jacobian matrix of the harmonic balance system. The above matrix equation can be solved in order to obtain an initial condition for the state vector $X_{k+1}$

$$
\begin{equation*}
\boldsymbol{X}_{\boldsymbol{k}+\boldsymbol{1}}=\boldsymbol{X}_{\boldsymbol{k}}-\left[\boldsymbol{J}_{\boldsymbol{X}} \boldsymbol{H}_{\boldsymbol{k}}\right]^{\mathbf{1}} \frac{\boldsymbol{\partial} \boldsymbol{H}_{\boldsymbol{k}}}{\partial p}\left(p_{k+1}-p_{k}\right) \tag{8.1-18}
\end{equation*}
$$

Continuation methods based on Eq. (8.1-18) may fail due to singularities in the Jacobian matrix $\boldsymbol{J H}_{\boldsymbol{k}}=\left[\begin{array}{lll}\boldsymbol{J}_{\boldsymbol{X}} \boldsymbol{H}_{\boldsymbol{k}} & \boldsymbol{\partial} \boldsymbol{H}_{\boldsymbol{k}} / \partial p\end{array}\right]$, which result from the existence of multiple solutions versus the parameter under consideration. In this case, tracing of the steady-state solutions can be accomplished by parameter switching [137]. Parameter switching corresponds to tracing the steady-state solutions versus another, different circuit parameter or steady-state variable, for which the corresponding Jacobian matrix is not singular.

### 8.2 Obtaining Periodic Steady-State Solutions of Autonomous Circuits in Harmonic-Balance Simulators

Autonomous circuits, such as free-running oscillators, present an additional difficulty in harmonic-balance simulators due to the fact that the frequency basis of the trigonometric polynomial expansion is unknown. The autonomous nature of the oscillators is expressed in the time domain by the lack of a time reference, which translates in the frequency domain to an arbitrary phase of one of the harmonic components of its state variables. This fact is explored by Rizzoli et. al. in [134], where it is proposed that the harmonic-balance system of algebraic equations can be extended by one more equation defined by arbitrarily setting the phase of one of the harmonics of a circuit state variable to a specific value. As an example, the phase of the fundamental-harmonic component may be set to zero leading to

$$
\begin{equation*}
\operatorname{Im}\left\{X_{1}\right\}=0 \tag{8.2-1}
\end{equation*}
$$

Augmenting the harmonic-balance system by one equation allows one to additionally augment the number of unknowns by the fundamental frequency $\omega$. Nonetheless, the Newton-Raphson algorithm may still converge to a DC (non-oscillating) solution due to the difficulty in selecting a suitable initial condition that is sufficiently close to the desired oscillating steady state.

Ch.-R Chang proposed an alternative method[138] in which an oscillator circuit is represented by a one-port equivalent circuit by looking into the terminals of the oscillator load, as shown in Fig. 8-1. The steady-state oscillation condition in the frequency domain is expressed by the total resistance or admittance at the load being equal to zero, known as the Kurokawa condition [129]. This condition, expressed at each harmonic $k$, is written as

$$
\begin{equation*}
Y_{k}=\frac{I_{k}}{V_{k}}=Y_{k, o s c}+Y_{k, l o a d}=0 \tag{8.2-2}
\end{equation*}
$$



Fig. 8-1. Oscillator 1-port equivalent circuit.

Enforcing the above condition in addition to the harmonic balance system enables the algorithm to avoid converging to solutions corresponding to zero harmonic components $V_{k}$ and $I_{k}$, such as the non-oscillating DC solution. In fact, in order to avoid the DC solution, it is necessary to impose the admittance condition only at the fundamental harmonic component [138]

$$
\begin{equation*}
Y_{1}=0 \tag{8.2-3}
\end{equation*}
$$

which leads to two additional real equations in the harmonic balance system

$$
\begin{align*}
& \operatorname{Re}\left\{Y_{1}\right\}=0  \tag{8.2-4}\\
& \operatorname{Im}\left\{Y_{1}\right\}=0
\end{align*}
$$

As a result, two additional variables can be introduced to the extended harmonic balance system, the unknown frequency $\omega$, and oscillation amplitude $V_{1}$ at the load. The additional advantage of this formulation is that the designer may impose in a circuit optimization problem the desired oscillation frequency and amplitude at the load. A dual formulation may also be obtained by considering a series one-port equivalent circuit and enforcing the oscillation condition by setting the total impedance equal to zero.

The condition given by Eq. (8.2-3) was implemented by R. Quere, et al. in commercial simulators [139], allowing for a practical design and optimization methodology for autonomous circuits. According to Ref. [139], one needs to introduce into the simulator an ideal probe circuit such as the one shown in Fig. 8-2. The probe is connected in parallel to a selected circuit node and consists of an ideal sinusoidal source of a given amplitude $V_{s}$, phase $\phi_{s}$, and frequency $f_{s}$, connected in series with a current meter $I_{s}$ and an ideal filter. The filter is such that it presents infinite impedance for frequencies other than the ideal source frequency $f_{s}$, thus restricting the effect of the probe to $f_{s}$.

In free-running oscillator simulation, the phase of the probe is set to an arbitrary but fixed value, for example zero. An optimization loop is run in order to find the nonzero amplitude and frequency of the probe that correspond to zero admittance $Y_{s}=I_{s} / V_{S}$. Each iteration of the loop is a harmonic-balance analysis. The result ( $V_{s}, f_{s}$ ) of the optimization defines the oscillating steady state. Alternatively, in the case of an externally injection-locked oscillator, the frequency $f_{s}$ is known and corresponds to the frequency of the external source. In this case, the pair $\left(V_{s}, \phi_{s}\right)$ represents the unknowns of the optimization loop, as the oscillation phase is not arbitrary any more; rather, it depends on the injection source.


Fig. 8-2. Ideal probe circuit used for oscillator simulation in harmonic balance.

The ideal probe can also be used to initialize an envelope transient simulation to the oscillating steady state [140]. The optimization loop is first run in order to obtain the oscillating steady state $\left(V_{s}, f_{s}\right)$, and subsequently an envelopetransient analysis is executed with the probe connected to the circuit only for an initial small time interval. The probe is then disconnected from the circuit (for example with the help of a time-dependent switching resistor), and the circuit is left to evolve for the remaining time interval according to its dynamics. This way, the envelope-transient analysis can be used to verify the stability of the steady-state solution. Once the probe is disconnected from the circuit, if the solution is unstable, the circuit will evolve to a different steady state.

### 8.3 Numerical Analysis of a Voltage-Controlled Oscillator

The simulation tools described in the previous section are now used to design a voltage-controlled oscillator that may serve as the array element in the coupledoscillator array numerical analysis examples of the following sections. The oscillator circuit is based on the pseudomorphic high electron mobility transistor (pHEMT) device shown in Fig. 8-3.

A series resonator is connected at the gate terminal of the device, and a feedback capacitor is introduced at the source terminal. The feedback capacitance guarantees the presence of a negative resistance at the gate terminal. At the output, a matching network composed of two inductors is formed at the drain terminal. A frequency-tuning varactor is connected at the source terminal. The pHEMT device is self-biased, using a resistor placed at the source terminal of the device. Additionally, a 50 -ohm $(\Omega)$ termination is used at the gate terminal in order to accommodate a port for an external injection
signal, and also bias the gate terminal at 0 V DC , ensuring a negative gatesource $\left(V_{G S}\right)$ voltage. The values of the various circuit components and bias are shown in Table 8-1.


Fig. 8-3. Oscillator circuit schematic.

Table 8-1. Oscillator circuit component values

| Parameter | Value |
| :---: | :---: |
| $L_{d d}(\mathrm{nH})$ | 0.5 |
| $L_{d}(\mathrm{nH})$ | 0.2 |
| $C_{d}(\mathrm{pF})$ | 1.0 |
| $L_{g}(\mathrm{nH})$ | 3.3 |
| $C_{g}(\mathrm{pF})$ | 0.5 |
| $C_{s}(\mathrm{pF})$ | 1.5 |
| $R_{c} \mathrm{k} \Omega$ | 5.0 |
| $R_{i}(\Omega)$ | 50.0 |
| $R_{L}(\Omega)$ | 50.0 |
| $R_{s}(\Omega)$ | 25.0 |
| $V_{d d}(V)$ | 1.5 |
| $V_{c}(V)$ | $0-15$ |
| $p H E M T$ | NE 3210 S 01 |
| $D_{l}$ | $\mathrm{MA} 46 \mathrm{H} 070-1056$ |

Harmonic balance optimization using an ideal probe to ensure convergence to the oscillating steady state was used for the design. The probe was connected to the output node $v_{o}$; however, other nodes may also be used such as any of the pHEMT terminals. The use of the output node is convenient because one can directly optimize the oscillator output power.

The VCO frequency and output power are shown in Fig. 8-4 and Fig. 8-5, respectively. The oscillator is consuming about 22.5 mW from a $1.5-\mathrm{V}$ supply for all values of the control voltage. Its DC-to-RF conversion efficiency is approximately 9.5 percent at $V_{c}=0 \mathrm{~V}$ and reduces to 6.3 percent as $V_{c}$ reaches 15 V .

The ideal probe is then used to simulate oscillator synchronization properties when an external injection source is applied at the gate terminal. In the first case, an external source with fixed power is connected to the circuit and its frequency is varied in order to obtain the synchronization curves. The control voltage is fixed to 10 V . The result is shown in Fig. 8-6 for two values of available power of the injection source. The synchronization bandwidth is equal to the frequency interval contained between the two edges of the closed curves defined by the infinite slope of the power versus frequency curves. The freerunning steady state is represented by a point in the plot corresponding to a frequency of 9.892 GHz and power of 2.9 decibels referenced to milliwatts $(\mathrm{dBm})$. As the injection power increases, the synchronization curves become larger, and they eventually open [141].


Fig. 8-4. VCO frequency versus the control voltage.


Fig. 8-5. VCO output power versus the control voltage.


Fig. 8-6. VCO synchronization curves versus the injection signal frequency for a fixed control voltage $V_{c}=10 \mathrm{~V}$. The free-running frequency and power are indicated by a point ' $x$ ' in the plot.

Alternatively, one may fix the injection signal frequency and obtain the synchronization curves versus the control voltage $V_{c}$, which corresponds to varying the free-running frequency of the oscillator. The corresponding curves
obtained for an injection-signal frequency of 9.892 GHz (equal to the freerunning oscillator frequency at $V_{c}=10 \mathrm{~V}$ ) are shown in Fig. 8-7. It should be noted that the curves of Fig. 8-6 and Fig. 8-7 are generated by sweeping the phase difference between the injection signal and the oscillator output by 360 deg.

The points of infinite slope are the turning points of the curve, and due to the fact that the synchronization curves are closed, for any frequency or control voltage between them, there exist two solutions for the oscillator power.

In Fig. 8-7, the free-running frequency and power are indicated by a point ' $x$ ' in the plot. For every $V_{c}$ value between the turning points, two steady-state solutions exist (for example points $\mathrm{A}_{1}$ and $\mathrm{A}_{2}$ correspond to $V_{c}=10.45 \mathrm{~V}$ ).

It was shown in Section 7.2 that turning points correspond to a change of the stability of the steady-state solution, and as a result, only one of the two solution branches joined by the two turning points is stable. Each solution branch corresponds to a phase shift variation of 180 deg between the injection signal and the oscillator output. Therefore, in the case of an injection signal with frequency close to the fundamental frequency of the oscillator, one can obtain approximately up to 180 deg of (stable) phase shift range between the injection signal and the oscillator signal.


Fig. 8-7. VCO synchronization curves versus the control voltage for a fixed injection-signal frequency $f_{i n j}=9.892$ GHz , equal to the oscillator free-running frequency at $V_{c}=10 \mathrm{~V}$.

It is possible to determine which one of the branches is stable by selecting one point on it and running an envelope transient analysis initialized to the steadystate solution as was described in Section 8.2. For example, for an injection signal power of -35 dBm , the points $\mathrm{A}_{1}$ and $\mathrm{A}_{2}$ of output power 2.35 dBm and 3.4 dBm , respectively, correspond to $V_{c}=10.45$ (Fig. 8-7). The stability of $\mathrm{A}_{2}$ was examined by envelope transient simulation. A simulation time of 100 nanoseconds (ns) and a time step of 5 ns were used, with a Gear timedomain integration algorithm [101]. The result is shown in Fig. 8-8, where one can see that the system evolves to point $\mathrm{A}_{1}$, demonstrating that the upper branch of Fig. 8-7 is stable. In a similar way, one can also verify that the upper branch of Fig. 8-6 is the stable one.

Finally, it should be noted that the oscillator admittance derivatives of the perturbation model of Section 7.6 that is used to model coupled oscillator arrays, can be easily computed from a harmonic-balance simulation of the single element with an ideal probe placed at the desired oscillator node. The oscillator circuit admittance derivatives are equal to the derivatives of the ideal probe admittance. Once the steady state corresponding to zero admittance looking into the probe has been determined, the probe admittance derivatives can be evaluated using finite differences [116]. As an example, the admittance derivatives for the oscillator of Fig. 8-3, corresponding to the steady state defined by control voltage $V_{c}=10 \mathrm{~V}$, frequency $f_{o}=9.892 \mathrm{GHz}$, and amplitude $0.442 \mathrm{~V}\left(P_{o}=2.9 \mathrm{dBm}\right)$ are listed in Table 8-2.


Fig. 8-8. Envelope-transient analysis of the steady state corresponding to $A_{2}$ of Fig. 8-7. $A_{2}$ is unstable and the system evolves to $A_{1}$.

Table 8-2. Oscillator steady state and corresponding admittance partial derivatives calculated using finite differences.

| Parameter | Value |
| :---: | :---: |
| $\mathrm{P}_{\mathrm{o}}(\mathrm{dBm})$ | 2.9 |
| $\mathrm{f}_{\mathrm{o}}(\mathrm{GHz})$ | 9.892 |
| $\mathrm{~V}_{\mathrm{c}}(\mathrm{V})$ | 10.0 |
| $\frac{\partial Y}{\partial V}\left(\mathrm{SV}^{-1}\right)$ | $0.0547+\mathrm{j} 0.1957$ |
| $\frac{\partial Y}{\partial V_{c}}\left(\mathrm{SV}^{-1}\right)$ | $0.002-\mathrm{j} 0.008$ |
| $\frac{\partial Y}{\partial f}\left(\mathrm{~S} G H Z^{-1}\right)$ | $-0.015+\mathrm{j} 0.109$ |

### 8.4 Numerical Analysis of a Five-Element Linear Coupled-Oscillator Array

The VCO of the previous section is used here to create a five-element linear coupled-oscillator array. The array elements are coupled with resistor-loaded transmission-line sections of $50-\Omega$ characteristic impedance and electrical length of 360 deg at a frequency of 9.89 GHz , which corresponds to a control voltage of 10 V in the free-running VCO element. The series resistors in the transmission line coupling sections control the coupling strength among the array elements, as was proposed by Liao and York in [142]. The schematic of the array is shown in Fig. 8-9. The coupling network is connected at the oscillator outputs and each oscillator can be externally injected through its gate terminals.


Fig. 8-9. Five-element linear coupled oscillator array.

Harmonic-balance simulation is used to trace the various solutions of the coupled oscillator array, by connecting one oscillator probe at the output node of each oscillator element. That way, it is guaranteed that the simulator will properly converge to the periodic steady state of each oscillator in the array. The five probes extend the harmonic balance system of algebraic equations by ten real equations; thereby allowing the designer to optimize ten additional unknowns. The synchronized solutions (which correspond to a constant phase shift among adjacent oscillator elements) are obtained by sweeping the phase shift while optimizing the five oscillator-output voltages, the common oscillation frequency and four control voltages, all except the one corresponding to the middle oscillator.

The simulation results are shown in Figs. 8-10 through 8-12, where the output power, the frequency, and the control voltages, respectively, are plotted versus the oscillator phase shift. The coupling-network resistor is set to $\mathrm{R}=270 \Omega$, and the control voltage of the middle oscillator is fixed at $V_{c 3}=10 \mathrm{~V}$. The phase shift has been swept from 0 to 180 deg with the oscillator phases increasing from oscillator 1 to the left and towards oscillator 5 to the right of Fig. 8-9. Due to the symmetry of the array, the solution curves for the remaining phase-shift values ( 0 to -180 deg ) can be obtained by considering the mirror image of the array elements with respect to the central element 3 , in other words replacing element 5 with element 1 , and element 4 with element 2 .

Figure 8-12 shows the variation of the oscillator-control voltages versus the phase shift. One can see that the edge element-control voltages present a significantly larger variation compared to the inner elements. In fact, the control voltages of elements 2 and 4 remain practically constant for phase shifts up to 90 deg. This represents a numerical verification using a harmonic balance simulation of the proposition of Liao and York [142] where by only tuning the free-running frequency of the peripheral elements of a coupled-oscillator array, it is possible to generate constant phase-shift distributions among the array elements, thus both minimizing the required number of controls and eliminating the need for phase shifters.


Fig. 8-10. Five-element linear coupled-oscillator array. Output power of each oscillator versus the phase shift among adjacent elements. The coupling resistor is $R=270 \Omega$.


Fig. 8-11. Five-element linear coupled-oscillator array. Array frequency versus the phase shift among adjacent elements. The coupling resistor is $R=270 \Omega$.


Fig. 8-12. Five-element linear coupled-oscillator array. Control voltage of the oscillator elements versus the phase shift among adjacent elements. The middle oscillator element control voltage is fixed at $V_{c 3}=10 \mathrm{~V}$, and the coupling resistor is $R=270 \Omega$.

However, one can observe from Fig. 8-11 that as the phase shift varies, the array frequency also varies. One way to maintain a constant frequency for every desired phase shift is by allowing the control voltage of one more oscillating element to vary. In this example, one may allow the middle oscillator-element control voltage ( $V_{c 3}$ ) to vary, thus being able to eliminate potentially undesired frequency variations. In Figs. 8-13 and 8-14, the five oscillator amplitudes and control voltages are plotted versus the phase shift for a coupling resistor of $R=330 \Omega$, while the array frequency is fixed at 9.892 GHz . The inneroscillator control voltages take very similar values; however, they need to be varied in order to maintain the frequency of the array constant.

The coupling strength among the oscillator elements is set by the coupling resistor R. In fact the selection of the optimum coupling strength is a trade-off among a number of parameters. As the coupling strength increases, the variation in the output power of the oscillators, the frequency, and the control voltages with the phase shift all increase. As the coupling strength decreases, the oscillators eventually desynchronize due to the presence of noise.


Fig. 8-13. Five element linear coupled oscillator array. Output power versus phase shift for a coupling resistor $R=330 \Omega$. The array frequency is fixed at $f=9.892 \mathrm{GHz}$, and the control voltages of all elements are allowed to vary.


Fig. 8-14. Five element linear coupled oscillator array. Oscillator control voltages versus phase shift for a coupling resistor $R=330 \Omega$. The array frequency is fixed at $f=9.892$ GHz.

It is easily verified from Figs. $8-10$ to Fig. 8-12, that for the value of the coupling resistor of $R=270 \Omega$, a harmonic balance solution for every possible phase shift value exists. As the coupling strength increases, it is not possible to obtain a solution for every phase shift. This is demonstrated in Fig. 8-15, where oscillator output power of the harmonic balance solutions corresponding to a coupling resistor of $R=220 \Omega$ is plotted. It is easily seen that solutions exist only up to approximately 120 deg, and they are limited by the presence of a turning point [116]. As the desired phase shift progressively increases, the amplitude of oscillator 2 eventually drops to zero.

The stability of the solutions was also verified using envelope transient analysis, using the method described in Section 8.2. The simulation results showed that the coupled oscillator array with $R=270 \Omega$ loses stability for phase shift values larger than approximately 58 deg. Additionally, the perturbation model of Section 7.6 was used to evaluate the constant phase shift steady-state solutions and their stability. The real part of the largest eigenvalue of the linear variational equation of the steady-state solution is shown in Fig. 8-16, where one can see that the perturbation model predicts loss of stability for a phase shift approximately equal to 63 deg , a value that is in relatively good agreement with the result obtained from envelope transient simulation.


Fig. 8-15. Five element linear coupled oscillator array. Output power versus phase shift for a coupling resistor $R=220 \Omega$. As the coupling strength increases solutions do not exist for every phase shift value. The middle oscillator element control voltage is fixed at $V_{c 3}=10 \mathrm{~V}$.


Fig. 8-16. Stability analysis of the steady-state solution using the perturbation model of Section 7.8 showing critical eigenvalue real part versus the phase shift between adjacent elements.

In Fig. 8-16, positive values of the real part correspond to unstable solutions. The coupling resistor is $\mathrm{R}=270 \Omega$, and the control voltage of the middle oscillator is fixed at $V_{c 3}=10 \mathrm{~V}$.

Further comparison between the harmonic balance solution and the perturbation model is made in Figs. 8-17 and 8-18, where the amplitude of oscillators 1 and 3 , and the array frequency are plotted versus the phase shift between adjacent elements obtained using both methods. One can see that the agreement becomes worse for large phase offsets where the perturbation is larger. The perturbation model is limited to small perturbations around the free-running steady state, which in this case is near the $0-\mathrm{deg}$ phase shift (in-phase) solution, and, additionally, to oscillators with small harmonic content $[116,143]$. Nonetheless, the advantage of the perturbation model lies in its computational efficiency which quickly becomes important as the number of array elements increases.


Fig. 8-17. Comparison of harmonic balance simulation and perturbation model of Section 7.8. Output power of oscillators 1 and 3 versus the phase shift between adjacent elements. The coupling resistor is $R=270 \Omega$, and the control voltage of the middle oscillator is fixed at $V_{c 3}=10 \mathrm{~V}$.


Fig. 8-18. Comparison of harmonic-balance simulation and perturbation model of Section 7.8. Array frequency versus the phase shift between adjacent elements. The coupling resistor is $R=270 \Omega$, and the control voltage of the middle oscillator is fixed at $V_{c 3}=10 \mathrm{~V}$.

### 8.5 Numerical Analysis of an Externally Injection-locked Five-Element Linear Coupled-Oscillator Array

Injection locking the array to an external source signal is desirable in several applications in order to reduce the array phase noise as shown by Chang et al. [123], or introduce modulation to the oscillator signal as considered by Kykkotis et al. [99] and Auckland et al. [122].

The dynamics of the system and the stability of the various solutions depend strongly on the element that is being injected, whether it is located in the center of the array or near the edges [144,123,120]. Additionally, the number of elements that are being externally injected strongly influences the number and behavior of the existing solutions. Commonly used topologies are the one proposed by Stephan [1], in which the two end elements of a linear array are injection-locked to an external source, and the topology where the external signal is illuminating all the elements of the coupled oscillator array leading to a globally injection locked array [123], such as the case of a reflectarray or transmit-array antenna.

In the case of an externally injection-locked array, the oscillation frequency is determined by the frequency of the external source. In contrast, the phase difference between the injection source and the element that is being injected must be included in the unknowns of the harmonic-balance system of equations. Similarly with the free-running array case, a probe must be connected to each oscillator element in order to guarantee the convergence of the harmonic balance simulator to the oscillating solution.

The five-element array of Section 8.5 is considered with a coupling resistor of $R=330 \Omega$. The middle element (3) is injection locked to an external signal source through its gate termination. The steady-state solutions corresponding to a constant phase shift among the array elements are traced versus the phase shift among adjacent elements. The additional unknowns in the harmonic balance optimization that can be obtained due to the use of the ideal probes are, the five oscillator amplitudes, the four control voltages corresponding to all the elements (except the one being injected), and the phase difference between the injected element and the external source signal. The phase of the injected element is fixed at 0 deg, and the phase of the injection signal $\phi_{i n j}$ is allowed to vary. The control voltage of the injected element is fixed at 10 V . Finally, the frequency of the external signal is 9.892 GHz .

In Fig. 8-19 the phase $\phi_{i n j}$ is plotted versus the phase shift between the oscillator elements for different injection-signal powers. As was the case in Section 8.4, due to the symmetry of the array, solution curves also exist for the
phase shift interval between 0 deg and -180 deg, and they can be obtained by taking the mirror image of the array elements with respect to the central element 3. One can see that for a given injection-signal power and oscillator phase shift it is possible to have two solutions corresponding to two different values of $\phi_{i n j}$.

The output power of the middle oscillator is plotted in Fig. 8-20 versus the inter-oscillator phase shift, for different injection signal-power levels. It can be seen that for lower injection-signal power levels ( $\mathrm{P}_{\mathrm{inj}}=-35 \mathrm{dBm}$ ) solutions for every inter-element phase shift in the range ( $0 \mathrm{deg}, 180 \mathrm{deg}$ ) do not exist. Specifically a closed solution curve exists for phase shifts up to approximately 100 deg where a turning point appears. As the injection power increases, the solution curve widens, and the turning point shifts to a larger phase-shift value. Finally for larger injection powers, the curve opens, forming two solution branches. As shown in Fig. 8-20 as many as three solutions may exist for a given phase shift value.


Fig. 8-19. Externally injection-locked five-element linear coupled-oscillator array. Injection-signal phase versus the oscillator phase shift, for different injection-signal power levels. The injection signal frequency is 9.892 GHz , and the coupling resistor $R=330 \Omega$. The middle oscillator element-control voltage is fixed at $V_{c 3}=10 \mathrm{~V}$.


Fig. 8-20. Externally injection locked five-element linear coupledoscillator array. Middle oscillator output power versus the phase shift, for different injection signal power levels. The injection signal frequency is 9.892 GHz , and the coupling resistor $R=330 \Omega$. The middle oscillator element control voltage is fixed at $V_{c 3}=10 \mathrm{~V}$.

Subsequently, the stability of the solutions must be examined, in order to determine which of the multiple solutions are stable and will appear in practice. The solution stability maybe determined using transient or envelope-transient simulation, or by examining the eigenvalues of the linear variational system of equations corresponding to one of the analytical model formulations of the previous sections. In Ref. [120], Collado and Georgiadis studied the injectionlocked solutions of a two-element array, and it was determined that there exists an optimum coupling strength that leads to a maximum stable constant phaseshift range.

### 8.6 Harmonic Radiation for Extended Scanning Range

When an array of oscillators is coupled at the fundamental frequency, the maximum stable phase-shift range that can be introduced between adjacent array elements is 180 deg . In the case of a coupling network that has a coupling phase of 0 deg, this translates to being able to generate constant phase-shift distributions $\Delta \phi$ in the -90 deg to 90 deg range. Considering a linear array where the radiating elements are placed at a half-wavelength distance, its main beam can be scanned according to $\Delta \phi=k d \sin \theta=\pi \sin \theta$, where $\theta$ is measured from broadside, for a maximum of $\theta=30 \mathrm{deg}$.

It is possible to extend the phase-scanning range by considering the fact that the phase variation of the oscillator $N^{\text {th }}$ harmonic is $N$ times the phase variation of its fundamental frequency component, where $N$ is the harmonic order. The task of the designer then becomes that of being able to generate sufficient power in the desired harmonic component. Essentially there are two ways of implementing such architectures, either by placing a frequency $N$-tupler circuit at the output of each oscillator, or by properly designing the oscillator elements to have maximum power at the harmonic under consideration.

In Ref. [145], Alexanian et.al. proposed a linear array of five coupled oscillators, where each oscillator element is followed by a frequency doubler, as shown in Fig. 8-21. The fundamental frequency of the oscillators is 4 GHz , and their output power is 9 dBm . The prototype array in Ref. [145] used a compact field-effect transistor (FET) based frequency doubler circuit with 1 dB conversion gain. The theoretical phase-tuning range that can be achieved with this topology is 360 deg .

Based on the same principle, a frequency tripled two-dimensional coupledoscillator array operating in X-band was reported by Pogorzelski in Ref. [69]. An inter-oscillator phase difference ranging up to 60 deg was tripled to 180 deg. Thus, this array had a demonstrated H-plane scanning range of $\pm 90 \mathrm{deg}$. The fabricated prototype additionally contained a diagnostic system used to evaluate the phase differences between the various oscillator elements. The array is described in more detail in Section 6.2.

Alternatively, Sanagi et.al. [146] proposed a four-element coupled-oscillator array, where the oscillator elements were specifically designed in order to have a high second-harmonic content, thus also obtaining a $360-\mathrm{deg}$ phase-scanning range. The proposed circuit is shown in (Fig. 8-22).

The oscillators are coupled using directional couplers. Termination circuits based on the coupler networks are also attached to the edge elements in order to implement a symmetrical coupling network where all oscillators see approximately the same load. Sanagi et al. [146] extended the coupled oscillator model based on the cubic nonlinearity, which was introduced by York [111], in order to study their proposed circuit architecture. Specifically they considered a nonzero square term in the cubic polynomial describing the current-to-voltage characteristic of the nonlinear device used for the oscillators, and additionally, Sanagi et al. [146] introduced in the formulation an additional equation pertaining to the second harmonic. The block diagram of the considered circuit topology is shown in Fig. 8-23, which was used to investigate the effects in the array performance due to coupling both at the fundamental frequency and at the second harmonic. It was shown that as the
second harmonic coupling becomes stronger relative to the coupling at the fundamental frequency, the achievable phase tuning range is reduced.


Fig. 8-21. Coupled-oscillator array using frequency doublers for extended scanning range. (Reprinted with permission from [145], ©1995 IEEE.)


Fig. 8-22. Coupled-oscillator array radiating the second harmonic frequency component. (Reprinted with permission from [146]. (This material is reproduced with permission of John Wiley \& Sons, Inc.)


Fig. 8-23. Model of the coupled oscillator array radiating the second harmonic-frequency component. (Reprinted with permission from [146]. This material is reproduced with permission of John Wiley \& Sons, Inc.)

In Ref. [147], Georgiadis proposed a three-element coupled-oscillator array shown in Fig. 8-24, also optimized in order to radiate the second-harmonic output wave. The array operates based on the same principle as the one by Sanagi et al. [146]. In this work however, the alternative perturbation model for the coupled oscillator array given in Section 7.6 was extended in order to include the formulation for the second-harmonic frequency component.

Furthermore, harmonic-balance analysis was used to trace the steady-state solutions corresponding to constant phase shifts between the array elements at the second-harmonic component. In order to do so, it is necessary to place two ideal probes at each oscillator output node, one at each harmonic [147]. The computational load associated with the optimization of the coupled-oscillator array radiating the second harmonic is increased due to the fact that the number of ideal probes, and therefore optimization goals, required for the simulation are doubled.

### 8.7 Numerical Analysis of a Self-Oscillating Mixer

Self-oscillating mixers (SOMs) are particularly attractive for low cost, compact implementations of microwave circuits due to the fact that the same circuit is used to provide a local-oscillator signal as well as for frequency translation.


Fig. 8-24. Three-element coupled oscillator array prototype, designed to radiate the second harmonic frequency component. (Reprinted with permission from [147], ©2007 IEEE.)

The performance parameters of self-oscillating mixer circuits (such as conversion gain and inter-modulation distortion) can be evaluated using harmonic-balance simulation provided that an ideal probe is used to enforce the convergence of the simulator to the oscillating steady state. The probe equations are set up in order to make sure that the admittance associated with the probe is equal to zero at the oscillating frequency of the circuit.

The radio-frequency (RF) and intermediate-frequency (IF) signals are treated by introducing a second fundamental frequency component in the harmonicbalance frequency basis, thus using a two-fundamental harmonic balance system of equations. Alternatively, one may consider the effect of the RF and IF signals as a linear perturbation of the oscillating steady state, and employ the conversion matrix method to efficiently compute the conversion gain of the self-oscillating mixer. Finally, the RF and IF frequency signals can be efficiently treated using an envelope-transient simulation that has been initialized to the oscillating steady state.

In Ref. [148], Herran et al. optimized the gain associated with a selected mixing product of a self-oscillating mixer by using two ideal probes properly introduced in the circuit and optimizing the reflection coefficients of an ideal multi-harmonic load connected to the circuit input. The circuit schematic that was used is shown in Fig. 8-25.

The first probe, called an auxiliary generator in Fig. 8-25, is used to enforce the oscillation condition at the desired frequency. The admittance looking into this probe is set to zero in order not to perturb the circuit steady state, and the complex admittance or reflection coefficient of the multi-harmonic load at the fundamental frequency that satisfies this condition is found through harmonic balance optimization.

The second ideal generator probe is connected in series with the gate terminal of the FET device, and its frequency corresponds to a desired $N^{t h}$ harmonic that is selected for the mixing process. Mixing products involving the second and third harmonics were considered. The reflection coefficient of the multiharmonic load at the desired harmonic is set to -1 , corresponding to a short circuit. The optimization procedure consists of finding the complex amplitude of the ideal generator which results in a desired mixing gain value. The corresponding admittance looking into the generator must have a positive real part in order for it to correspond to a passive load. In this way, the multiharmonic load is optimized for a desired mixing gain value and its reflection coefficient at the fundamental frequency and selected harmonic frequency are determined. The final design is obtained by implementing the obtained reflection coefficient values using passive printed or lumped circuit components [148].

A varactor diode may be appropriately placed in the self-oscillating mixer circuit in order to provide a frequency-tuning capability. An externally injection-locked self-oscillating mixer operates both as a mixer and a phaseshifter element, where the phase shift between the input and output of the mixer is varied by changing the free-running frequency of the self-oscillating mixer.

Being a synchronized oscillator, the externally injection locked self-oscillating mixer can be used to provide a continuous phase-shift range of $N \times 180 \mathrm{deg}$ where the external injection signal is assumed to have a frequency near the fundamental frequency of oscillation of the self-oscillating mixer, and the $N^{\text {th }}$ oscillator harmonic is used in the mixing operation. Here, the fact that the tuning range of the phase of the oscillator $N^{\text {th }}$ harmonic is $N$ times the tuning range of the phase of its fundamental frequency component being used [145].


Fig. 8-25. Nonlinear optimization of a self-oscillating mixer. (a) Circuit topology: The input signal of power $P_{\text {in }}$ passes through a band-pass filter with center frequency $f_{\text {in }}$, before it is mixed by the active circuit and collected at the output through an intermediate frequency filter of center frequency $f_{I F}$. The optimization procedure consists of designing a multi-harmonic load with impedance $Z_{n}$ at harmonic $n \omega_{o}$. Optimization is performed using an ideal auxiliary generator probe AG with amplitude $V_{A G}$ and frequency $\omega_{A G}$ defined as in Fig. 8.2, as well as a substitution generator with amplitude $V_{G}^{N}$ at the harmonic frequency $N \omega_{o}$. (b) Definition of the multi-harmonic load using ideal circuit components. The figure indicates the input reflection coefficients $\Gamma_{n}$ corresponding to the load impedance $Z_{n}$ at frequency $n \omega_{o}$. (c) Implementation of the multi-harmonic load using microstrip components for the cases of a second ( 2 HSOM ) and third ( 3 HSOM ) harmonic self-oscillating mixer, respectively. (Reprinted with permission from [148], ©2006 IEEE.)

It has been argued in Sections 7.9 and 8.5 dealing with the analysis of externally injection locked oscillator arrays that such architectures can be used to transmit information by introducing phase or frequency modulation in the
external injection signal. Furthermore, the effect of modulation in the array scanning range was investigated in Section 7.11. Such topologies are limited to relatively narrowband applications due to the fact that the modulation strongly affects the steady state of the synchronized oscillator signals. Furthermore, specific modulation formats leading to small envelope variations are suitable for such applications due to the fact that the amplitude-limiting properties of the oscillators tend to introduce distortion to the envelope of the modulating signals. Continuous phase modulation (CPM) [149], which is a constant envelope modulation, is a prominent candidate for such systems. A well known example of CPM is Gaussian minimum-shift keying (GMSK) used in the Global System for Mobile Communications (GSM), second-generation mobile (cellular) communication systems.

However, when modulation is introduced through the RF input signal of the self-oscillating mixer, it does not strongly affect the synchronization state of the mixer due to the fact that the input signal has a low power level and represents only a perturbation of the steady state. As a result, self-oscillating mixers can be used as frequency translation and phase-shifter circuits for input RF signals of arbitrary modulation. Furthermore, proper design of the mixer can allow one to obtain broadband gain and therefore the self-oscillating mixer is not limited to RF input signals with narrowband modulation.

The use of an injection-locked self-oscillating mixer as a downconverter and phase shifter element was studied by ver Hoeye [80]. The proposed circuit topology is the same as in Fig. 8-25 with the addition of a varactor diode connected in parallel with the series feedback shorted stub present at the source terminal of the active device in order to provide a frequency tuning capability. The SOM design was performed using the methodology described previously in this section. An oscillation at 3.25 GHz was obtained, and an RF signal of 11.25 GHz was mixed with the third harmonic of the SOM, resulting in an IF output of 1.5 GHz . Phase tuning of as much as $3 \times 180 \mathrm{deg}=540 \mathrm{deg}$ was achieved by utilizing the third harmonic mixing product. The obtained conversion gain was 4.5 dB over a bandwidth of approximately 100 MHz . It is shown in Fig. 8-26 that the conversion gain depends both on the injection power level $\mathrm{P}_{\mathrm{s}}$ and on the varactor control voltage $\mathrm{V}_{\text {cont }}$ or, in other words, the selected phase difference between the input and output SOM terminals. The results have been obtained using a two-fundamental-harmonic balance simulation, and one can observe the closed synchronization curves of the injection locked self-oscillating mixer, which are similar to the ones obtained for the synchronized oscillator in Fig. 8-7. The synchronization curves open as the injection power increases, and there exist two solutions for a given control voltage within the synchronization band limited by the curve edges of infinite slope. Only one of the two solutions is stable and therefore measured
experimentally, and in this case it corresponds to the branch with lower conversion gain.

### 8.8 Conclusion

In this chapter we provided an introduction to nonlinear analysis methods with a special focus on methods of analysis applied to nonlinear circuits such as oscillators, self-oscillating mixers and coupled oscillator arrays. Such tools can be combined with electromagnetic simulators in order to accurately model the various passive components of the circuits under consideration such as transmission lines, interconnects, resonators and antennas. Typically these methods can be used to analyze small arrays consisting of tens of elements or fewer due to their increased computational complexity. Additionally, they can be used to compute the various parameters that are required to formulate the approximate models of the previous chapter such as the nonlinear admittance derivatives, which, in turn, can be used for an efficient less time-consuming simulation and optimization of the arrays.


Fig. 8-26. SOM conversion gain versus the varactor control voltage for different injection power levels $\mathbf{P}_{\mathrm{s}}$. (Reprinted with permission from [80], ©2006 IEEE.)

# Chapter 9 Beamforming in Coupled-Oscillator Arrays 

In this chapter, convex optimization and other global optimization techniques are used to demonstrate the beamforming capabilities of coupled-oscillator arrays and to optimize the stability of the coupled-oscillator array steady-state solution. An introduction to convex optimization is presented followed by several optimization problems showing the beamforming capabilities of such arrays, such as pattern-nulling, difference-beam generation, and multiple-beam generation [96,118,150,151,152]. A global optimization algorithm is also presented that permits one to optimize the stability of the steady-state solution, and therefore leads to more robust solutions and maximizes the obtained stable beam-scanning limits [153]. Finally, the operation of a coupled-oscillator array as an adaptive beamforming system is demonstrated [154].

### 9.1 Preliminary Concepts of Convex Optimization

Convex optimization is a class of optimization problems that has enjoyed an increased scientific interest in the recent years due to the development of very efficient algorithms essentially rendering their solution as easy as the solution of linear programs [133]. As a result convex optimization problems have found wide application in fields such as control and signal processing, and among these, in the problem of antenna array beam-steering and beamforming. Due to this fact, in this chapter we first present a brief introduction to convex optimization and the mathematical framework required to express the beamforming problem as a convex optimization problem and additionally
introduce the coupled-oscillator array solutions presented in the previous chapters as constraints to the problem at hand.

An optimization problem is expressed in the form

$$
\begin{gather*}
\operatorname{minimize} f_{o}(\boldsymbol{x})  \tag{9.1-1}\\
\text { subject to } f_{i}(\boldsymbol{x}) \leq b_{i} \quad i=1, \ldots, M
\end{gather*}
$$

where $\boldsymbol{x}$ is the optimization variable, a vector of dimension $N$. The real function $f_{o}$ is called the objective function of the problem, and real $f_{i}$ are the $M$ constraints of the problem with limits or bounds $b_{i}$ [133]. The family of convex optimization problems consists of those optimization problems where both the objective and the constraints satisfy the property of convexity. In convex optimization problems, a local minimum is also a global minimum; and therefore, once a solution is found, it is guaranteed to be optimal. Additionally, there exist many computationally efficient algorithms for solving convex optimization problems, such as the interior point methods [155]. As a result, once an optimization problem is formulated as a convex one, its efficient resolution is guaranteed.

A set $C$ is convex if for every two points $\boldsymbol{x}$ and $\boldsymbol{y}$ of dimension $N$ that belong to the set and any real number $\theta$ such that $0 \leq \theta \leq 1$, the point $\boldsymbol{z}=\theta \boldsymbol{x}+(1-\theta) \boldsymbol{y}$ also belongs in $C$. Geometrically this means that any point $z$ that lies on the line segment connecting $\boldsymbol{x}$ and $\boldsymbol{y}$ must belong to $C$. If, instead, $\theta$ is allowed to take any real value, then the set $C$ is called affine. Correspondingly, an affine set contains every point on the line that is defined by two points $\boldsymbol{x}$ and $\boldsymbol{y}$. These concepts are illustrated in Fig. 9-1.


Fig. 9-1. Geometric interpretation of convex and affine sets.

Some well known convex sets are line segments and half spaces [133]. A halfspace is the solution set of a linear inequality of the form

$$
\begin{equation*}
\left\{x \mid a^{T} x \leq b\right\} \tag{9.1-2}
\end{equation*}
$$

where $\boldsymbol{a} \neq \mathbf{0}$. The hyperplane defined by the linear equality

$$
\begin{equation*}
\left\{x \mid \boldsymbol{a}^{T} x=b\right\} \tag{9.1-3}
\end{equation*}
$$

is an affine set $(\boldsymbol{a} \neq \mathbf{0})$ that separates the space of $N$ dimensional real vectors into two convex half-spaces corresponding to the inequalities $\boldsymbol{a}^{\boldsymbol{T}} \boldsymbol{x} \leq \boldsymbol{b}$ and $\boldsymbol{a}^{\boldsymbol{T}} \boldsymbol{x} \geq \boldsymbol{b}$. A hyperplane is defined by a point $\boldsymbol{x}_{\boldsymbol{o}}$ and a nonzero vector $\boldsymbol{a}$, and it contains all vectors $\boldsymbol{x}$ such that the difference vector $\boldsymbol{x}-\boldsymbol{x}_{\boldsymbol{o}}$ is orthogonal to $\boldsymbol{a}$ (Fig. 9-2).

A norm ball with center $\boldsymbol{x}_{\boldsymbol{c}}$ and radius $r$ is a convex set defined by

$$
\begin{equation*}
\left\{\boldsymbol{x} \mid\left\|\boldsymbol{x}-\boldsymbol{x}_{\boldsymbol{c}}\right\| \leq r\right\} \tag{9.1-4}
\end{equation*}
$$

where $\|\boldsymbol{x}\|$ is a properly defined norm of $\boldsymbol{x}$, such as for example the Euclidean norm. Furthermore, a norm cone is is a convex set defined as the set of $(\boldsymbol{x}, t)$ pairs such that

$$
\begin{equation*}
\{(\boldsymbol{x}, t) \mid\|\boldsymbol{x}\| \leq t\} \tag{9.1-5}
\end{equation*}
$$

If the Euclidean norm $\|x\|_{2}=\sqrt{\sum_{i=1}^{N} x_{i}^{2}}$ is considered then the corresponding norm cone is called a second-order cone, or ice-cream cone [133].

A real function $f_{i}$ is convex if its domain is a convex set and if for any two vectors $\boldsymbol{x}$ and $\boldsymbol{y}$ in its domain, the following inequality holds

$$
\begin{equation*}
f_{i}(a \boldsymbol{x}+b \boldsymbol{y}) \leq a f_{i}(\boldsymbol{x})+b f_{i}(\boldsymbol{y}) \tag{9.1-6}
\end{equation*}
$$



Fig. 9-2. Geometric interpretation of hyperplane and hyperspace.
where $a$ and $b$ are non-negative real numbers such that $a+b=1$. One can easily verify from Eq. (9.1-6) that a linear function is convex. Another commonly used convex constraint is a linear matrix inequality [156]

$$
\begin{equation*}
\boldsymbol{F}(\boldsymbol{x})=\boldsymbol{F}_{\boldsymbol{o}}+\sum_{i=1}^{N} x_{i} \boldsymbol{F}_{\boldsymbol{i}}>0 \tag{9.1-7}
\end{equation*}
$$

where $\boldsymbol{x}=\left[x_{n}\right]$ is a vector of dimension $N$ and $\boldsymbol{F}_{\boldsymbol{i}}=\boldsymbol{F}_{\boldsymbol{i}}^{\boldsymbol{T}}$ are real symmetric matrices of dimension $M$. A real square matrix $\boldsymbol{F}(\boldsymbol{x})$ is positive definite $\boldsymbol{F}(\boldsymbol{x})>0$, if for any nonzero vector $\boldsymbol{u}, \boldsymbol{u}^{\boldsymbol{T}} \boldsymbol{F}(\boldsymbol{x}) \boldsymbol{u}>0$. Many convex constraints such as linear inequalities, convex quadratic inequalities, and Lyapunov matrix inequalities can be cast in the form of a linear matrix inequality. According to Lyapunov theory, the system of differential equations

$$
\begin{equation*}
\dot{x}=\boldsymbol{A} \boldsymbol{x} \tag{9.1-8}
\end{equation*}
$$

is stable if and only if exists a positive definite matrix $\boldsymbol{P}>\mathbf{0}$ such that

$$
\begin{equation*}
A^{T} P+P A<0 \tag{9.1-9}
\end{equation*}
$$

The above inequality is known as a Lyapunov matrix inequality. The inequality of Eq. (9.1-9) with the matrix $\boldsymbol{P}$ as unknown can be cast in the form of a linear matrix inequality [156].

The minimization of the maximum eigenvalue of a matrix $\boldsymbol{A}$ subject to a linear matrix inequality constraint $\boldsymbol{B}(\boldsymbol{x})>0$ is a convex problem defined as [156]
minimize $\lambda$

$$
\begin{equation*}
\text { subject to } \lambda \boldsymbol{I}_{\boldsymbol{N}}-\boldsymbol{A}(\boldsymbol{x})>\mathbf{0}, \boldsymbol{B}(\mathbf{x})>\mathbf{0} \tag{9.1-10}
\end{equation*}
$$

with $\boldsymbol{A}$ and $\boldsymbol{B}$ symmetric matrices that depend affinely on $\boldsymbol{x}$. If one defines an extended unknown vector $\boldsymbol{y}=\left[\begin{array}{ll}\boldsymbol{x} & \lambda\end{array}\right]^{T}$ and $\boldsymbol{c}=\left[\begin{array}{ll}\mathbf{0}_{N} & 1\end{array}\right]^{T}$ the eigenvalue minimization problem can be written as minimization of a linear function subject to a linear matrix inequality

$$
\begin{gather*}
\text { minimize } \boldsymbol{c}^{\boldsymbol{T}} \boldsymbol{y}  \tag{9.1-11}\\
\text { subject to } \boldsymbol{F}(\boldsymbol{y})>\mathbf{0}
\end{gather*}
$$

where $\boldsymbol{B}(\mathbf{x})>\mathbf{0}$ together with $\boldsymbol{\lambda} \boldsymbol{I}_{\boldsymbol{N}}-\boldsymbol{A}(\boldsymbol{x})>\mathbf{0}$ have been formulated as a single linear matrix inequality $\boldsymbol{F}(\boldsymbol{y})>\mathbf{0}$.

Linear programming and least-squares optimization are two well known examples of convex optimization problems. In linear programming, both the objective and the constraints are linear functions

$$
\begin{gather*}
\text { minimize } \boldsymbol{c}^{\boldsymbol{T}} \boldsymbol{x} \\
\text { subject to } \boldsymbol{a}_{\boldsymbol{i}}^{\boldsymbol{T}} \boldsymbol{x} \leq \boldsymbol{b}_{\boldsymbol{i}} \quad i=1, \ldots, M \tag{9.1-12}
\end{gather*}
$$

In least squares optimization the objective function is a sum of squares which is a convex function and there are no constraints

$$
\begin{equation*}
\operatorname{minimize}\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|_{2}^{2}=\sum_{i=1}^{M}\left(\boldsymbol{a}_{\boldsymbol{i}}^{\boldsymbol{T}} \boldsymbol{x}-b_{i}\right)^{2} \tag{9.1-13}
\end{equation*}
$$

Where $\boldsymbol{A}=\left[a_{m n}\right]$ is an M by N matrix, $\boldsymbol{a}_{\boldsymbol{i}}$ is a vector of dimension $N$ containing the elements of column $i$ of matrix $\mathbf{A}$, and $\boldsymbol{b}$ is a vector of dimension $M$.

Finally, the minimization of the maximum generalized eigenvalue of a pair of symmetric matrices $\boldsymbol{A}$ and $\boldsymbol{B}$ that depend affinely on $\boldsymbol{x}$, subject to an additional linear matrix inequality constraint $\boldsymbol{C}(\boldsymbol{x})>0$ is a quasi-convex optimization problem [156] expressed as

$$
\operatorname{minimize} \lambda
$$

$$
\begin{equation*}
\text { subject to } \lambda \boldsymbol{B}(\boldsymbol{x})-\boldsymbol{A}(\boldsymbol{x})>\mathbf{0}, \boldsymbol{B}(\boldsymbol{x})>\mathbf{0}, \boldsymbol{C}(\boldsymbol{x})>\mathbf{0} \tag{9.1-14}
\end{equation*}
$$

A real function $f$ is quasi-convex if and only if its domain is a convex set, and for any two vectors $\boldsymbol{x}$ and $\boldsymbol{y}$ in its domain, and a real number $\theta$, such that $0 \leq \theta \leq 1$, the following inequality holds [133]

$$
\begin{equation*}
f(\theta \boldsymbol{x}+(1-\theta) \boldsymbol{y}) \leq \max \{f(\boldsymbol{x}), f(\boldsymbol{y})\} \tag{9.1-15}
\end{equation*}
$$

Convex functions are also quasi-convex but not vice-versa. The standard formulation of a quasi-convex optimization problem has a quasi-convex objective and convex constraints. The generalized eigenvalue minimization problem given by Eq. (9.1-14) can be written in the standard format [156,133]. Similarly to convex optimization problems, quasi-convex optimization problems can also be solved efficiently.

### 9.2 Beamfoming in COAs

The ability to generate constant phase distributions among the coupledoscillator array elements by tuning the frequency of only the edge array elements has been one of the most attractive properties of coupled-oscillator arrays as they can be used in beam-scanning applications eliminating the need for phase shifters or a complicated local-oscillator feed network. If, however, one is allowed to tune the frequency of more or all the array elements, then additional features maybe introduced in the radiated pattern such as placement of nulls at desired far-field angular directions.

Once a constant progressive phase shift is established among the array elements, the main beam direction is steered towards a desired direction. In Ref. [157], Steyskal showed that additional nulls maybe formed in the radiation pattern at desired angular directions by introducing small perturbations to the
phases of the array elements. This method was used by Heath [96] in conjunction with the generalized phase model to demonstrate beamforming capabilities using coupled-oscillator arrays. Finally, Georgiadis et al. [118] extended Heath's work by including both amplitude and phase perturbations. In the following, a description of this beamforming methodology is provided.

The array factor of a uniform linear antenna-array of $N$ elements is given by

$$
\begin{equation*}
F(\theta)=\sum_{n=1}^{N} V_{n} e^{j\left(n k d \sin \theta+\phi_{n}\right)} \tag{9.2-1}
\end{equation*}
$$

where the element distance is $d$, and the angular direction $\theta$ is measured from broadside. The main beam is steered at $\theta_{o}$ when the excitation amplitudes are equal $V_{n}=V_{o}$ and the element phases are set as $\phi_{o n}=-n k d \sin \theta_{o}$. The array factor is then written in compact form

$$
\begin{equation*}
F(\theta)=V_{o} \boldsymbol{u}^{\boldsymbol{H}} \mathbf{1}_{\boldsymbol{N}} \tag{9.2-2}
\end{equation*}
$$

where $\boldsymbol{u}(\theta)=\left[e^{-j\left(n k d \sin \theta+\phi_{o n}\right)}\right]$. If one introduces a perturbation in the excitation amplitudes and phases $\boldsymbol{x}=\left[\begin{array}{ll}\boldsymbol{\Delta} \boldsymbol{V}^{T} & \boldsymbol{\Delta} \boldsymbol{\phi}^{T}\end{array}\right]^{T}$ the array factor is approximated to first order as

$$
F(\theta)=V_{o} \boldsymbol{u}^{H} \mathbf{1}_{\boldsymbol{N}}+u^{H}\left[\begin{array}{ll}
\boldsymbol{I}_{\boldsymbol{N}} & j V_{o} \boldsymbol{I}_{\boldsymbol{N}} \tag{9.2-3}
\end{array}\right] \boldsymbol{x}
$$

A constraint in the array factor at angle $\theta_{1}$ is introduced by imposing $\left|F\left(\theta_{1}\right)\right| \leq$ $f_{1}$ where $f_{1}$ is a desired maximum level at $\theta_{1}$. Given $M<N$ level constraints, one may form a complex vector $\boldsymbol{U}=\boldsymbol{C}+\boldsymbol{j} \boldsymbol{S}=\left[F\left(\theta_{1}\right) F\left(\theta_{2}\right) \ldots F\left(\theta_{M}\right)\right]^{T}$ containing all the constraints and a second one containing $\boldsymbol{f}=\left[f_{1} f_{2} \ldots f_{M}\right]^{T}$ and combine them in a matrix inequality

$$
\left[\begin{array}{c}
-V_{o} \boldsymbol{C} \mathbf{1}_{N}-\boldsymbol{f}  \tag{9.2-4}\\
-V_{o} \boldsymbol{S} \mathbf{1}_{N}
\end{array}\right] \leq\left[\begin{array}{cc}
\boldsymbol{C} & -V_{o} \boldsymbol{S} \\
\boldsymbol{C} & V_{o} \boldsymbol{C}
\end{array}\right] x \leq\left[\begin{array}{c}
-V_{o} \boldsymbol{C} \mathbf{1}_{N}+\boldsymbol{f} \\
-V_{o} \boldsymbol{S} \mathbf{1}_{N}
\end{array}\right]
$$

which can be written in compact form

$$
\begin{equation*}
\boldsymbol{f}_{l} \leq \boldsymbol{F} \boldsymbol{x} \leq \boldsymbol{f}_{\boldsymbol{h}} \tag{9.2-5}
\end{equation*}
$$

The beamforming problem can be formulated as a convex optimization problem as follows

$$
\begin{gather*}
\min _{\boldsymbol{x}} t \\
\text { subject to }\|\boldsymbol{x}\| \leq t  \tag{9.2-6}\\
\boldsymbol{f}_{\boldsymbol{l}} \leq \boldsymbol{F} \boldsymbol{x} \leq \boldsymbol{f}_{\boldsymbol{h}}
\end{gather*}
$$

where the linear objective is subject to a second-order cone constraint and a linear inequality. Minimizing the norm of $\boldsymbol{x}$ ensures that the perturbation approximation of the array factor is valid.

The problem given by Eq. (9.2-6) was analytically solved by Georgiadis et al. in Ref. [118] for the case where the inequality constraints are null constraints $\left(\boldsymbol{f}_{\boldsymbol{l}}=\boldsymbol{f}_{\boldsymbol{h}}=\mathbf{0}\right)$. In fact, the analytical solution to this problem when considering phase perturbations only was given by [157]. In this case [157,118],

$$
\begin{equation*}
t_{\min }=\left(\boldsymbol{C} \mathbf{1}_{N}\right)^{\boldsymbol{T}}\left(\boldsymbol{S S}^{\boldsymbol{T}}\right)^{-\boldsymbol{T}}\left(\boldsymbol{C} \mathbf{1}_{N}\right) \tag{9.2-7}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta \phi_{\min }=S^{T}\left(S S^{T}\right)^{-1}\left(C 1_{N}\right) \tag{9.2-8}
\end{equation*}
$$

It is interesting to study Eq. (9.2-7), for the simple case of main-beam direction at $\theta_{o}$ with one nulling constraint at angle $\theta_{1}$. One then evaluates $t_{\text {min }}$ as

$$
\begin{equation*}
t_{\min }=\frac{\left[\sum_{1}^{N} \cos (n k d \alpha)\right]^{2}}{\sum_{1}^{N} \sin ^{2}(n k d \alpha)} \tag{9.2-9}
\end{equation*}
$$

where $a=\sin \theta_{1}-\sin \theta_{o}$. This shows that there exist combinations of $\theta_{o}$ and $\theta_{1}$ such that the required perturbation magnitude $t_{\min }$ goes to infinity, for which the optimization problem does not have a solution. These solutions correspond to $m k d a=q \pi$ where $m$ and $q$ are integers. One such solution is for $a=0$, which corresponds to $\theta_{1}=\theta_{o}$; or in other words, when the desired null is in the direction of the main lobe. A second solution is when

$$
\begin{equation*}
\sin \theta_{1}-\sin \theta_{o}=\frac{\pi}{k d} \tag{9.2-10}
\end{equation*}
$$

which corresponds to a desired null direction $\theta_{1}$ that depends on the main beam angle $\theta_{o}$. The existence of such points was also verified numerically for the case of a coupled-oscillator array in $[118,150]$.

In order to apply the pattern constraints to the coupled oscillator array, one needs to limit the perturbation vectors $\boldsymbol{x}$ satisfying Eq. (9.2-6) to the set that corresponds to a coupled-oscillator array steady-state solution. Reference [118] introduced the coupled-oscillator array steady-state solution in Eq. (9.2-6) as an additional linear constraint maintaining the convexity of the optimization problem. The steady-state solution (7.7-12) is first reformulated to reflect the nature of perturbation $\boldsymbol{x}$, which contains both amplitude $V_{n}=V_{o}+\Delta V_{n}$ and phase perturbations $\phi_{n}=\phi_{o n}+\Delta \phi_{n}=-n k d \sin \theta_{o}+\Delta \phi_{n}$. Due to the autonomous nature of the coupled oscillator array, the steady-state solution is defined by the relative phases of the oscillator elements. In other words, the phase of one oscillator maybe set to an arbitrary value, or alternatively the phases of all oscillators can be changed by an equal amount without affecting the steady state. This is verified by the steady-state expression Eq. (7.6-10) where only phase differences are present. Consequently, a perturbation of the steady state is set by considering the terms $\Delta \phi_{n}$ such that even though
individually they may take large values, their relative differences are kept small. This argument was also used in the early works of Kurokawa [105] when modeling the externally injection-locked oscillator. It is, therefore, possible to approximate the phase exponents appearing in Eq. (7.6-10) as

$$
e^{j\left(\phi_{n}-\phi_{m}\right)} \approx e^{j\left(\phi_{o n}-\phi_{o m}\right)}\left[1+j\left(\Delta \phi_{n}-\Delta \phi_{m}\right)\right]
$$

and obtain the perturbed steady state as

$$
\begin{align*}
& {\left[C_{V} \boldsymbol{I}_{N}+\boldsymbol{\Phi}^{H} C_{c} \boldsymbol{\Phi} \quad C_{\phi} I_{N}\right] x+C_{\mu} \Delta \mu+j \Delta \omega \mathbf{1}_{N}+\boldsymbol{\Phi}^{H} C_{c} \boldsymbol{\Phi} \mathbf{1}_{N}}  \tag{9.2-11}\\
& =0
\end{align*}
$$

with

$$
\begin{equation*}
\boldsymbol{C}_{\boldsymbol{\phi}}=\boldsymbol{j}\left[\boldsymbol{\Phi}^{H} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi}-\operatorname{dg}\left(\boldsymbol{\Phi}^{H} \boldsymbol{C}_{\boldsymbol{c}} \boldsymbol{\Phi} \mathbf{1}_{N}\right)\right] \tag{9.2-12}
\end{equation*}
$$

The final system of equations is obtained by separating real and imaginary parts

$$
\begin{array}{r}
{\left[\begin{array}{ccc}
C_{V}^{R} \boldsymbol{I}_{N}+\left(\boldsymbol{\Phi}^{H} C_{c} \boldsymbol{\Phi} \mathbf{1}_{N}\right)^{R} & C_{\phi}^{R} \boldsymbol{I}_{N} & C_{\mu}^{R} \boldsymbol{I}_{N} \\
\boldsymbol{C}_{V}^{I} \boldsymbol{I}_{N}+\left(\boldsymbol{\Phi}^{H} \boldsymbol{C}_{c} \boldsymbol{\Phi} \mathbf{1}_{N}\right)^{I} & \boldsymbol{C}_{\phi}^{I} \boldsymbol{I}_{N} & \boldsymbol{C}_{\mu}^{I} \boldsymbol{I}_{N}
\end{array}\right]\left[\begin{array}{c}
x \\
\Delta \mu
\end{array}\right]}  \tag{9.2-13}\\
=-\left[\begin{array}{c}
\left(\boldsymbol{\Phi}^{H} \boldsymbol{C}_{c} \boldsymbol{\Phi} \mathbf{1}_{N}\right)^{R} \\
\Delta \omega \mathbf{1}_{N}+\left(\boldsymbol{\Phi}^{H} \boldsymbol{C}_{c} \boldsymbol{\Phi} \mathbf{1}_{N}\right)^{I}
\end{array}\right]
\end{array}
$$

which is written in compact form

$$
\left[\begin{array}{ll}
G & G_{\Delta \mu}
\end{array}\right]\left[\begin{array}{c}
x  \tag{9.2-14}\\
\Delta \mu
\end{array}\right]=g
$$

Using the above linear constraint for the steady state, it is possible to formulate the beamforming optimization problem for coupled oscillator arrays [118] as follows

$$
\begin{gathered}
\min _{\boldsymbol{x}, \boldsymbol{\mu}} t \\
\text { subject to }\|\boldsymbol{x}\|+\|\Delta \boldsymbol{\mu}\| \leq t \\
\boldsymbol{f}_{\boldsymbol{l}} \leq \boldsymbol{F} \boldsymbol{x} \leq \boldsymbol{f}_{\boldsymbol{h}} \\
{\left[\begin{array}{ll}
\boldsymbol{G} & \boldsymbol{G}_{\Delta \boldsymbol{\mu}}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x} \\
\boldsymbol{\Delta} \boldsymbol{\mu}
\end{array}\right]=\boldsymbol{g}}
\end{gathered}
$$

where the norm of the vector $\Delta \boldsymbol{\mu}$ is also minimized in order to enforce the perturbation condition pertaining to the derivation of the steady-state constraint. The above formulation was extended to planar arrays in Ref. [150].

Once the steady state is obtained, its stability is examined by considering the linear variational system corresponding to the system of differential equations describing the coupled oscillator dynamics and evaluating the eigenvalues of matrix $\boldsymbol{K}$ or $\widetilde{\boldsymbol{K}}$ in Eq. (7.7-17).

We may further explore the arbitrary phase reference of the coupled oscillator array in order to minimize the number of optimization variables in Eq. (9.2-15). $\boldsymbol{G}$ is a square matrix of dimension $2 N$. It has one zero eigenvalue due to the fact that the array steady state is unaffected by applying an arbitrary but constant phase term to all elements. It is therefore possible, without loss of generality, to set the phase perturbation of an arbitrarily selected element $j$ to zero $\Delta \phi_{j}=0$ and eliminate the column of $\boldsymbol{G}$ that corresponds to $\Delta \phi_{j}$. Then, a new steadystate vector $\boldsymbol{y}=\left[\begin{array}{lll}\boldsymbol{\Delta} \boldsymbol{V}^{\mathbf{T}} & \Delta \widetilde{\boldsymbol{\phi}}^{\mathbf{T}} & \Delta \mu_{j}\end{array}\right]^{T}$ of dimension $2 N$ is constructed, where $\Delta \widetilde{\boldsymbol{\phi}}$ contains all phase perturbations except $\Delta \phi_{j}$. Using $\boldsymbol{y}$, Eq. (9.2-14) is rearranged in the form

$$
\left[\begin{array}{ll}
\widetilde{G} & G_{\Delta \widetilde{\mu}}
\end{array}\right]\left[\begin{array}{c}
y  \tag{9.2-16}\\
\Delta \widetilde{\mu}
\end{array}\right]=g \Rightarrow \widetilde{\boldsymbol{G}} y=\widetilde{g}(\Delta \widetilde{\mu})
$$

where $\Delta \mu_{j}$ is the control perturbation corresponding to the selected element $j$. $\widetilde{\boldsymbol{G}}$ is a full rank square matrix of dimension $2 N$ obtained from $\boldsymbol{G}$ by substituting its column corresponding to $\Delta \phi_{j}$ with the column of $\boldsymbol{G}_{\Delta \mu}$ corresponding to $\Delta \mu_{j}$. Similarly $\boldsymbol{G}_{\Delta \widetilde{\mu}}$, has dimension $2 N$ by $N-1$ and is obtained from $G_{\Delta \mu}$ by eliminating the column that corresponds to $\Delta \mu_{j}$. The matrix $\boldsymbol{g}(\Delta \widetilde{\boldsymbol{\mu}})$ is linearly dependent on $\Delta \widetilde{\boldsymbol{\mu}}$. The steady state $\boldsymbol{y}$ is therefore expressed as a function of the $N-1$ independent control variables $\Delta \widetilde{\boldsymbol{\mu}}$. Following Georgiadis et al. [153], the equality constraint of Eq. (9.2-16) is used to eliminate the $2 N$ optimization variables included in $\boldsymbol{y}$, and formulate Eq. (9.2-15) in terms of only the independent $N-1$ control variables $\Delta \widetilde{\boldsymbol{\mu}}$

$$
\begin{gather*}
\min _{\Delta \widetilde{\mu}} t \\
\text { subject to }\left\|\widetilde{\boldsymbol{G}}^{-\mathbf{1}} \widetilde{\boldsymbol{g}}(\Delta \widetilde{\boldsymbol{\mu}})\right\|+\|\Delta \widetilde{\boldsymbol{\mu}}\| \leq t  \tag{9.2-17}\\
\boldsymbol{f}_{\Delta \widetilde{\mu} l} \leq \boldsymbol{F}_{\Delta \widetilde{\mu}} \Delta \widetilde{\boldsymbol{\mu}} \leq \boldsymbol{f}_{\Delta \widetilde{\mu} h}
\end{gather*}
$$

where the equality constraint is now eliminated and the inequality constraints on the array factor have been appropriately reformulated in terms of the independent control variables. As an example, let us consider the five-element coupled oscillator array of Section 8.4, assuming that each oscillator output is connected to an antenna, and the antenna elements are placed a half free-space wavelength apart $(k d=\pi)$. The free-running oscillator steady state corresponds to an amplitude of $V_{o}=0.442 \mathrm{~V}$ (the output power is 2.9 dBm ), and frequency $f_{o}=9.892 \mathrm{GHz}$ obtained for a control voltage of $\mu_{o}=10 \mathrm{~V}$.

The coupling network consists of a transmission line section of 360 deg electrical length at $f_{o}$ and two series resistors $R=150 \Omega$ (Fig. 8-9). The optimization problem given by Eq. (9.2-17) was solved for the case of main beam direction at $\theta_{o}=0$ deg (broadside) and an additional null constraint at $\theta_{1}=-60 \mathrm{deg}$. The outcome of the optimization procedure is shown in Table 9-1. The phase perturbation of the middle array element 3 was arbitrarily set to zero. The steady-state vector $y$ consisted of the five oscillator amplitude perturbations; the four phase perturbations of oscillators $1,2,4$, and 5 ; and the control voltage of the middle oscillator 3. Correspondingly, the optimization variables were the control voltages of elements $1,2,4$, and 5 .

The resulting array factor is shown in Fig. 9-3. In addition to the result of the optimization problem given by Eq. (9.2-17), the array factor corresponding to the solution of problem given by Eq. (9.2-6) (which does not contain the array steady-state constraint) was also included for comparison, as well as the array factor corresponding to uniform excitation without a null constraint. It can be verified that the null is successfully imposed in the array factor at the expense of higher side-lobe levels and a small shift in the main lobe direction. For this particular case, the solutions of Eqs. (9.2-17) and (9.2-6) overlap, which indicates that there exists a steady-state solution for the coupled-oscillator array that satisfies the pattern constraints given by Eq. (9.2-6).

The optimization problem given by Eq. (9.2-17) was then solved for different values of the coupling resistor $R$, and the solution stability was examined by calculating the eigenvalues of the linear variational system of differential equations corresponding to the array steady state. The critical eigenvalue having the largest real part (spectral abscissa) is shown in Fig. 9-4 for different values of $R$. It is seen that, as coupling becomes weaker, the solution eventually becomes unstable. The change of stability occurs for a coupling resistor value of $178 \Omega$.

Table 9-1. Pattern nulling optimization of Eq. (9.2-17) applied in a five-element linear coupled-oscillator array. The main beam direction is $\boldsymbol{\theta}_{\boldsymbol{o}}=\mathbf{0} \mathrm{deg}$ (broadside). A null in the array factor is imposed at $\theta_{1}=\mathbf{- 6 0}$ deg.

| Element | Amplitude <br> $\Delta \boldsymbol{V}$ (Volt) | Phase <br> $\Delta \boldsymbol{\phi}\left({ }^{\circ}\right)$ | Control <br> $\boldsymbol{\Delta} \boldsymbol{\mu}($ Volt $)$ |
| :---: | :---: | :---: | :---: |
| 1 | 0.0026 | -16.257 | -0.093 |
| 2 | -0.0031 | 5.292 | 0.119 |
| 3 | -0.0001 | 0 | 0.004 |
| 4 | 0.0033 | -6.178 | -0.127 |
| 5 | -0.0027 | 16.331 | 0.097 |



Fig. 9-3. Beamforming capabilities of coupled oscillator arrays. Array factor of five-element array of Section 8.4 for main beam at broadside and one null constraint at $\theta_{1}=-60 \mathrm{deg}$. The coupling resistor is $R=150 \Omega$.


Fig. 9-4. Critical eigenvalue of the solution of the optimization problem of Eq. (9.2-17) versus the coupling resistor $R$.

### 9.3 Stability Optimization of the Coupled-Oscillator Steady-State Solution

The stability of the coupled oscillator steady-state solution is verified by examining the linear variational equations corresponding to the system of nonlinear differential equations describing its dynamics. In Section 7.7, a procedure was described to remove the zero eigenvalue that appears due to the free-running nature of the oscillator array. The resulting square matrix $\widetilde{\boldsymbol{K}}$ of dimension $2 N-1$ was derived in Section 7.7, where $N$ is the size of the array. The linear variational equation for $\boldsymbol{\delta} \widetilde{\boldsymbol{x}}=\left[\begin{array}{ll}\boldsymbol{\delta} \boldsymbol{V}^{\boldsymbol{T}} & \boldsymbol{\delta} \widetilde{\boldsymbol{\phi}}^{T}\end{array}\right]^{T}$ is repeated here for convenience, where $\boldsymbol{\delta} \widetilde{\boldsymbol{\phi}}$ contains $N-1$ phase differences with respect to an arbitrarily selected oscillator $j$ as a reference

$$
\begin{equation*}
\delta \dot{\tilde{x}}=\widetilde{K} \delta \widetilde{x} \tag{9.3-1}
\end{equation*}
$$

By definition, a steady-state solution is stable if the spectral abscissa of $\widetilde{\boldsymbol{K}}$ is negative. The decay rate of $\widetilde{\boldsymbol{K}}$ is the negative of the spectral abscissa [156], and a steady state is stable if $\widetilde{\boldsymbol{K}}$ has a positive decay rate. Maximizing the decay rate corresponds to a more robust steady-state solution, less likely to lose its stability due to the presence of noise or other perturbations. The matrix $\widetilde{\boldsymbol{K}}(\Delta \widetilde{\mu})$ depends on the steady state defined by the perturbation vector $\boldsymbol{x}=\left[\begin{array}{ll}\Delta \boldsymbol{V}^{\boldsymbol{T}} & \boldsymbol{\Delta} \boldsymbol{\phi}^{\boldsymbol{T}}\end{array}\right]^{\boldsymbol{T}}$ of the array, which, following Eq. (9.2-16), is determined by the (perturbation) vector of $N-1$ control voltages $\Delta \widetilde{\mu}$. $\widetilde{\boldsymbol{K}}$ does not depend linearly on $\Delta \widetilde{\mu}$ due to the matrix inversion involved in its derivation and due to the fact that the phase terms appear in exponential terms. This can be easily verified following the formulation that leads to the definition of $\widetilde{\boldsymbol{K}}$ in Section 7.7. However, due to the fundamental assumption that $\boldsymbol{x}$ and $\Delta \widetilde{\mu}$ are small, we may consider the first order expansion $\widetilde{\boldsymbol{K}}_{L}(\Delta \widetilde{\boldsymbol{\mu}})$ of $\widetilde{\boldsymbol{K}}(\Delta \widetilde{\boldsymbol{\mu}})$. The derivation of $\widetilde{\boldsymbol{K}}_{L}(\Delta \widetilde{\boldsymbol{\mu}})$ is straightforward.

A lower bound on the decay rate can be obtained using Lyapunov theory as the maximum $q$ that solves [156]

$$
\begin{equation*}
\dot{V}_{K}(\boldsymbol{\delta} x)<-2 q V_{K}(\boldsymbol{\delta} x) \tag{9.3-2}
\end{equation*}
$$

for any $\delta x$, where $V_{K}(\boldsymbol{x})$ is a scalar quadratic potential function defined by a Oreal symmetrix matrix $P$ with dimension $2 N-1$ such that

$$
\begin{equation*}
V_{K}(\boldsymbol{\delta} \boldsymbol{x})=\boldsymbol{\delta} \boldsymbol{x}^{T} \boldsymbol{P} \boldsymbol{\delta} \boldsymbol{x} \tag{9.3-3}
\end{equation*}
$$

Using Eqs. (9.3-1) and (9.3-3) in Eq. (9.3-2), one obtains a matrix inequality

$$
\begin{equation*}
\boldsymbol{P} \widetilde{\boldsymbol{K}}_{L}+\widetilde{\boldsymbol{K}}_{L}^{T} \boldsymbol{P}+2 q \boldsymbol{P}<0 \tag{9.3-4}
\end{equation*}
$$

For a given steady state $\Delta \tilde{\mu}$, finding the symmetric positive definite matrix $\boldsymbol{P}$ that maximizes the decay rate $q$ is a generalized eigenvalue optimization
problem. Conversely, given a specific matrix $\boldsymbol{P}$ finding the steady state $\Delta \widetilde{\boldsymbol{\mu}}$ that maximizes $q$ is an eigenvalue optimization problem. As noted in Section 9.1, both such problems can be efficiently solved using convex optimization algorithms. However, finding the steady state $\Delta \widetilde{\boldsymbol{\mu}}$ and matrix $\boldsymbol{P}$ that maximize $q$ is not a convex optimization problem due to the multiplicative terms that appear between the elements of $\Delta \widetilde{\boldsymbol{\mu}}$ and $\boldsymbol{P}$.

It is possible to introduce the decay-rate optimization constraint in the coupledoscillator array beamforming optimization algorithm following the approach by Georgiadis and Slavakis [153], which is given below. The optimization problem including the stability constraint is written as follows

$$
\begin{aligned}
& L(t, q)=\min _{\Delta \widetilde{\mu}, \boldsymbol{P}}(t-q) \\
& \text { subject to (i) }\left\|\widetilde{\boldsymbol{G}}^{-\mathbf{1}} \widetilde{\boldsymbol{g}}(\Delta \widetilde{\boldsymbol{\mu}})\right\|+\|\Delta \widetilde{\boldsymbol{\mu}}\| \leq t \\
& \text { (ii) } \boldsymbol{F}_{\Delta \widetilde{\boldsymbol{\mu}}} \Delta \widetilde{\boldsymbol{\mu}} \leq \boldsymbol{f}_{\Delta \widetilde{\mu} h} \\
& \text { (iii) } \boldsymbol{P} \widetilde{\boldsymbol{K}}_{L}(\Delta \widetilde{\boldsymbol{\mu}})+\widetilde{\boldsymbol{K}}_{L}^{T}(\Delta \widetilde{\boldsymbol{\mu}}) \boldsymbol{P}+2 q \boldsymbol{P}<\mathbf{0}
\end{aligned}
$$

$$
\text { (iv) } \boldsymbol{P}>0
$$

This is not a convex optimization problem, and its resolution is not straightforward. In Ref. [153], an algorithm was proposed to obtain a solution to the above problem by alternative minimization of two sub-problems, an eigenvalue and a generalized eigenvalue problem. The algorithm proceeds as follows

Step 1: Let $e>0$ be the algorithm termination tolerance and $k=0$ be the iteration number. Find $\Delta \widetilde{\mu}_{\boldsymbol{k}}=\Delta \widetilde{\mu}_{o}$, the vector of control variables that minimizes the perturbation vector norm $t=t_{o}$, subject to (i) and (ii). This is the original convex optimization problem of Eqs. (9.2-17) and (9.2-15) that does not include a stability constraint. Obtain the decay rate $q_{o}$ corresponding to $\widetilde{\boldsymbol{K}}_{L}\left(\Delta \widetilde{\mu}_{\boldsymbol{o}}\right)$ by evaluating its eigenvalues.

Step 2: Repeat $\{$
P1: Find the real symmetric square matrix $\boldsymbol{P}_{\boldsymbol{k}+\boldsymbol{1}}$ that minimizes $L(0, q)=-q$, subject to (iii) and (iv) for a given $\Delta \widetilde{\boldsymbol{\mu}}_{\boldsymbol{k}}$. This is a generalized eigenvalue optimization problem. The optimization objective provides a value of the decay rate $q_{1, k+1}$.
P2: Find the control vector $\Delta \widetilde{\boldsymbol{\mu}}_{\boldsymbol{k}+\boldsymbol{1}}$ that minimizes $L(t, q)=t-q$ using as input the matrix $\boldsymbol{P}_{\boldsymbol{k}+\boldsymbol{1}}$ obtained from the previous step. This is an eigenvalue optimization problem. Additional outputs of this step are the norm of the perturbation vector $t_{k+1}$ and the decay rate $q_{2, k+1}$.

$$
\begin{aligned}
\text { P3: } & k=k+1 \\
& \} \text { until }\left(q_{2, k+1}-q_{1, k+1}\right)<e
\end{aligned}
$$

The algorithm is demonstrated for the case of the five-element coupledoscillator array considered in Section 9.2, where the main beam was directed broadside ( $\theta_{o}=0 \mathrm{deg}$ ) and a null in the array factor was placed at $\theta_{1}=-60$ deg. For a coupling resistor $R=150 \Omega$ the beamforming optimization problem in Eq. $(9.2-17)$ obtained the stable solution indicated in Table 9-1. The decay rate of this solution was $3.83 \mathrm{Msec}^{-1}$, as shown in Fig. 9-4. Using this solution as a starting point the above algorithm was run in order to find a solution of Eq. (9.3-5) with an optimum decay rate. The algorithm converged after 11 iterations using a termination tolerance of $10^{-5}$. The result from P1 and P2 for the various steps of the algorithm is plotted in Fig. 9-5. The final solution of the algorithm had a decay rate of $13.2 \mathrm{Msec}^{-1}$ (which is more than three times the initial value).

The perturbation vector of this solution is indicated in Table 9-2, where one can verify that it is only slightly increased from the original solution of Table 9-1 ( $t=0.484$ compared to the original perturbation of $t=0.480$ ). Finally, the radiation pattern of the final solution is almost identical to the radiation pattern of the original starting point solution, shown in Fig. 9-3.


Fig. 9-5. Decay rate of the optimization problem Eq. (9.3-5) versus the iteration number.

Table 9-2. Pattern nulling and stability optimization in Eq. (9.3-5) applied in a five-element linear coupled-oscillator array. The main beam direction is $\theta_{o}=0$ deg (broadside). A null in the array factor is imposed at $\theta_{1}=-60 \mathrm{deg}$.

| Element | Amplitude <br> $\boldsymbol{\Delta} \boldsymbol{V}$ (Volt) | Phase <br> $\boldsymbol{\Delta} \boldsymbol{\phi}(\mathrm{deg})$ | Control <br> $\boldsymbol{\Delta} \boldsymbol{\mu}(\mathrm{V})$ |
| :---: | :---: | :---: | :---: |
| 1 | 0.0025 | -17.870 | -0.089 |
| 2 | -0.0027 | 2.868 | 0.105 |
| 3 | -0.0002 | 0 | 0.007 |
| 4 | 0.0030 | -4.354 | -0.114 |
| 5 | -0.0026 | 17.033 | 0.092 |

### 9.4 Multi-Beam Pattern Generation Using CoupledOscillator Arrays

The synthesis of antenna radiation patterns was formulated as a convex optimization problem by Lebret and Boyd [158]. Considering a uniform linear array for simplicity, its array factor is given by

$$
\begin{equation*}
F(\theta)=\sum_{n=1}^{N} v_{n} e^{j n k d \sin \theta}=\boldsymbol{S}(\theta)^{H} \boldsymbol{v} \tag{9.4-1}
\end{equation*}
$$

where the vector $\boldsymbol{v}=\left[v_{n}\right]=\left[V_{n} e^{j \phi_{n}}\right]$ contains the complex excitations of each element, the element distance is $d$, and $\theta$ is measured from broadside. This formulation is slightly different from the one used in the previous section in order to emphasize the fact that the array factor is a linear function of the complex element excitations.

The pattern-synthesis convex optimization problem is written as [151,158]

$$
\begin{gather*}
\min _{v} t \\
\text { subject to }\left|F\left(\theta_{i}\right)\right|<t, \forall i \in 1, \ldots, M  \tag{9.4-2}\\
\left|F\left(\theta_{k}\right)\right|<U_{k}, \forall k \in 1, \ldots, P \\
\left|F\left(\theta_{q}\right)\right|=1, \forall q \in 1, \ldots, L
\end{gather*}
$$

The above formulation contains $L$ equality constraints corresponding to $L$ array factor maxima at angular directions $\theta_{q}$. Moreover, there exist $P$ maximum level $U_{k}$ constraints and $M$ array factor minimization constraints. As a result, it is possible to efficiently obtain the complex excitations required to synthesize arbitrary patterns, such as ones having multiple beams and other beam-shaping requirements. Furthermore, the number of the optimization variables maybe
minimized by using the equality constraints to solve for and eliminate $L$-dependent variables [158].

Due to the fact that an arbitrary pattern synthesis problem cannot be considered as a perturbation of some initial reference pattern, such as for example the one corresponding to uniform in-phase excitation, the linear constraint for the coupled oscillator steady state given by Eq. $(9.2-14)$ or $(9.2-16)$ cannot not be used, as the desired steady state may require a large perturbation vector $\boldsymbol{x}$ or $\boldsymbol{y}$, especially in terms of the oscillator phase differences. As a result, the general pattern synthesis problem applied to coupled-oscillator arrays may be approached in three steps. First one obtains the required complex excitations by solving the convex optimization problem Eq. (9.4-2). Second, once the desired amplitude and phase values are found, one uses the steady-state equations corresponding to the coupled-oscillator models in Eq. (7.7-4) or (7.7-12) (which do not assume a linear perturbation for the phase terms) in order to find the coupled-oscillator steady state that closely matches the required amplitude and phase distribution. For example, when using Eq. (7.7-12), one may substitute the phase values obtained by solving Eq. (9.4-2) in the previous step and solve Eq. (7.7-12) for the amplitude and control variables. Alternatively, a nonlinear simulator (such as harmonic-balance optimization) can be used, where the phase values are imposed and fixed, and the amplitude values obtained from convex optimization are used only to initialize the oscillator amplitudes in the simulation and are allowed to be optimized together with the control parameters in order to obtain the steady state. Third, once a coupledoscillator steady state has been selected, the stability of the solution must be verified, for example by calculating the eigenvalues corresponding to the linear variational system of the array dynamics around the steady state. In fact, as will be seen in the following examples, in this step the designer synthesizes the coupling network in order to guarantee the stability of the steady-state solution.

Difference pattern generation using coupled-oscillator arrays was demonstrated by Heath in Ref. [31]. Heath considered a linear coupled oscillator array, and using the generalized phase model to describe its dynamics, extended the application of the beam-steering model initially introduced by York [111] to difference pattern generation and steering. He showed that a stable difference pattern maybe generated by a simple modification in the coupling network, that is, by introducing a $180-\mathrm{deg}$ phase shift in the coupling between the central elements of the array, while maintaining a $0-\mathrm{deg}$ phase shift between all remaining elements. In order to steer the difference beam pattern, the following phase distribution should be applied to the array elements [31].

$$
\begin{equation*}
\phi_{k}=\phi_{o}+(k-1) \Delta \phi+h_{k} \tag{9.4-3}
\end{equation*}
$$

where $\phi_{o}$ is an arbitrary phase reference common to all elements, and $\Delta \phi$ is the necessary phase shift that must be imposed to steer the main (difference) beam of the array at an angle $\theta_{o}=k d \sin \Delta \phi$. The additional phase $h_{k}$ should be applied only to half of the array elements

$$
h_{k}=\left\{\begin{array}{cc}
\pi, & k>N / 2  \tag{9.4-4}\\
0, & k<N / 2
\end{array}\right.
$$

Assuming a linear coupled-oscillator array with adjacent element coupling, this is easily achieved by using an inter-element coupling network with coupling phase 0 deg between all elements except for the center elements where the coupling network phase is 180 deg .

More importantly, it was further shown by Heath [31] that the difference pattern can be scanned by simply detuning the free-running frequencies of the edge array elements, in the same manner that the sum pattern is scanned (Fig. 9-6).

In Ref. [151], Georgiadis and Collado applied the pattern synthesis optimization algorithm described in this section in a seven-element linear array, in order to synthesize a dual-beam pattern with beam directions at 15 deg and


Fig. 9-6. Difference-pattern demonstration using a $N=20$ element coupled oscillator array. The beam is steered at $\boldsymbol{\theta}_{o}=20 \mathrm{deg}$ according to Eq. (9.4-3). (Reprinted with permission from [31], ©2001 IEEE.)
-25 deg from broadside, while imposing a maximum level constraint of -20 decibels relative to the carrier $(\mathrm{dBc})$ between the two beams. The array factor is minimized in the remaining angular directions, imposing the first constraint given by Eq. (9.4-2). The resulting necessary complex element excitations are shown in Fig. 9-7.

The desired phase differences are imposed on the coupled-oscillator array by allowing the free-running frequencies of all oscillators to be tuned. Amplitude control however, is imposed externally to the oscillator elements by employing variable attenuators (or variable gain amplifiers) at the oscillator outputs. The required excitations are introduced in a harmonic-balance simulator as follows. An ideal probe is connected to the output of each oscillator element, and the phase information is imposed in the probes. Harmonic balance optimization is then used to find the steady-state oscillator amplitudes and control voltages that correspond to the imposed phase distribution. Once the steady state is found, the oscillator output amplitudes are adjusted using attenuators so that the desired amplitude distribution is obtained.

It should be noted that after examination of the required excitation phases obtained from the optimization algorithm (Fig. 9-7), a coupling network was designed such that the coupling phase between elements 2 and 3 , and 5 and 6 , is 180 deg while the coupling phase of the remaining elements is 0 deg . The rationale behind this choice was that when the coupling network phase is 360 deg , a stable solution with phase difference in the range [ $-90 \mathrm{deg},+90 \mathrm{deg}$ ]


Fig. 9-7. Multi-beam pattern generation using a seven-element coupled oscillator array. Element excitations required to synthesize two main beams at 15 and $\mathbf{- 2 5}$ deg from broadside, with a maximum level constraint of $\mathbf{- 2 0} \mathbf{d B c}$ between the two beams. The required coupling network phase shift to ensure a stable solution is indicated. Taken from [151]; copyright EurAAP 2009; used with permission.
can be obtained, whereas if the coupling phase is 180 deg, the stable solutions can have a phase difference in the range of $[+90 \mathrm{deg},+270 \mathrm{deg}]$. As the required phase difference among elements 2 and 3 , and 5 and 6 , is more than 90 deg (see Fig. 9-7), a coupling network with phase of 180 deg was selected in order to ensure the existence of a stable solution.

The array factor corresponding to the excitations resulting from the solution of the optimization problem given by Eq. (9.4-2) is shown in Fig. 9-8, where it is marked as the ideal pattern. The coupled-oscillator array amplitudes found after the application of the above solution in a harmonic-balance simulator, as described in the previous paragraphs, were used to compute the coupledoscillator array radiation pattern. The resulting pattern shows an excellent agreement with the ideal pattern. Finally, the array factor corresponding to uniform amplitude excitation and application of only the phase excitation values from Eq. (9.4-2) is superimposed in Fig. 9-8, showing that by imposing the phase condition only it is possible to successfully obtain the two desired main lobes, but it is not sufficient to maintain the sidelobe levels at a sufficiently low value.

Furthermore, it was verified that the two beam patterns can be scanned while maintaining their angular distance of 40 deg by detuning only the free-running frequencies of the end elements. The result of the harmonic-balance simulation is shown in Fig. 9-9. This last example may be viewed as a generalization of the difference pattern synthesis work of Heath [31], in the sense that once a desired phase and amplitude distribution among the array elements is obtained, thus synthesizing a desired array factor, a progressive constant-phase shift distribution may be superimposed by detuning only the end array elements, thereby permitting one to scan the synthesized pattern accordingly.

### 9.5 Control of the Amplitude Dynamics

Oscillator amplitude control provides an additional degree of freedom in order to synthesize more complex radiation patterns with improved performance capabilities, such as reduced sidelobes. The possibility of controlling the oscillator free-running amplitudes in order to synthesize a desired pattern was investigated by Heath [159]. Furthermore, in the works of Georgiadis et al. [118,150,153] the oscillator amplitude dynamics are included in the beamforming problem formulation. Recently, control of the amplitude dynamics of the coupled oscillator array, was also addressed by Jiang et al. [160], where the generation of triangular amplitude distributions in linear coupled oscillator arrays was demonstrated.


Fig. 9-8. Dual beam pattern generation using an $N=7$ element coupled-oscillator array. The solution of the optimization problem (ideal pattern) is compared with the final solution for the array using harmonic-balance optimization (amplitude and phase condition) and with a pattern obtained imposing the phase excitation and uniform magnitude excitation (phase condition). Taken from [151]; copyright EurAAP 2009; used with permission.

Using a complex notation, the oscillator dynamics are described using either of the two models presented in Sections 7.4 and 7.6. The formulation of Heath [159] using the model of Section 7.4, is presented here

$$
\begin{equation*}
\dot{a}_{m}=j \Delta \omega_{m} a_{m}+\mu\left(A_{o m}^{2}-\left|a_{m}\right|^{2}\right) a_{m}+\sum_{i=1}^{N} \kappa_{m i} a_{i} \tag{9.5-1}
\end{equation*}
$$

with $a_{m}=A_{m} e^{j \phi_{m}}$. The periodic steady-state solution is obtained by setting $\dot{A}_{m}=0$ and $\dot{\phi}_{m}=c$ with $c$ an arbitrary constant, resulting in


## Beam directions

Fig. 9-9. Dual beam pattern steering using an $N=7$ element coupledoscillator array. Oscillator control voltages for different scanning angles. Taken from [151]; copyright EurAAP 2009; used with permission.

$$
\begin{equation*}
\rho_{m}=p_{m}+j \Delta \omega_{m}=j c+\mu\left|a_{m}\right|^{2}-\sum_{i=1}^{N} \kappa_{m i} \frac{a_{i}}{a_{m}} \tag{9.5-2}
\end{equation*}
$$

with $p_{m}=\mu A_{o m}^{2}$. Parameters $p_{m}$ and $\Delta \omega_{m}$ allow one to independently tune the free-running frequency and free-running amplitude of the oscillator elements in order to synthesize a desired pattern. In Ref. [159], near-neighbor coupling was considered simplifying the coupling network matrix $\kappa$. Once a desired amplitude and phase distribution $a_{m}$ is selected, one may separate the above equation into real and imaginary parts and solve for the tuning parameters, $p_{m}$ and $\Delta \omega_{m}$. Finally, the stability of the solution must be examined through the eigenvalues of the linear variational equation given by Eq. (9.5-1), as was described in Section 7.4.

### 9.6 Adaptive Coupled-Oscillator Array Beamformer

In addition to the beamforming capabilities of coupled-oscillator arrays, an adaptive receive beamformer based on a coupled oscillator array was demonstrated by Ikuma et al. [154]. The steady-state expression of the coupledoscillator array provides a means for controlling the array-element amplitudes
and phases by adjusting the free-running oscillator frequencies and the coupling network. Similarly to the previous paragraph, a complex notation for the array dynamics pertaining to either of the two models of Sections 7.4 and 7.6 may be utilized.

The formulation of Section 7.4, also shown in Eq. (9.5-1), was followed in Ref. [154]. The periodic steady-state solution is obtained by setting $\dot{A}_{m}=0$ and $\dot{\phi}_{m}=c$ with $c$ an arbitrary constant, resulting in

$$
\begin{equation*}
\rho_{m} a_{m}+\sum_{i=1}^{N} \kappa_{m i} a_{i}=b_{m} \tag{9.6-1}
\end{equation*}
$$

where $m=1,2 \ldots N$

$$
\begin{gather*}
\rho_{m}=\mu A_{o m}^{2}+j \Delta \omega_{m} \\
b_{m}=\left(\mu\left|a_{m}\right|^{2}+j c\right) a_{m} \tag{9.6-2}
\end{gather*}
$$

Finally, in matrix form one has

$$
\begin{equation*}
(\rho+\kappa) a=b(a) \tag{9.6-3}
\end{equation*}
$$

where $\boldsymbol{\rho}$ is a diagonal matrix with $\rho_{m}$ in its main diagonal and $\boldsymbol{b}$ is a vector with $b_{m}$ in its main diagonal. Matrix $\boldsymbol{\rho}$ contains the oscillator parameters, the free-running amplitudes, and the free-running frequency offsets from $\omega_{o}$. The frequency offsets can be adjusted, whereas the free-running amplitudes are fixed and assumed equal for all oscillators. Amplitude control may also be achieved using, for example, a variable attenuator or variable-gain amplifier at each oscillator output. The matrix $\kappa$ contains the coupling-network gain and phase, and it may also be tunable. In Ref. [154], nearest neighbor coupling is assumed, which results in a bi-diagonal matrix $\boldsymbol{\kappa}$.

There are many possible combinations of $\boldsymbol{\rho}$ and $\boldsymbol{\kappa}$ that can lead to a desired complex amplitude vector $\boldsymbol{a}$. Ikuma et al. [154] considered a reconfigurable coupling network $\boldsymbol{\kappa}$ and identical oscillators without frequency tuning, leading to a fixed $\boldsymbol{\rho}$ matrix. As a result, the coupling matrix $\boldsymbol{\kappa}$ is used to generate the desired amplitude distributions $a$.

The proposed adaptive receiver of Ikuma et al. [154] is shown in Fig. 9-10. Assuming a receiving uniform linear-antenna array of $N$ elements, the received signal vector from all antennas is $\boldsymbol{r}(t)$.

The received signal is split into two signal paths. The signal in the first path is mixed with a reference oscillator $z_{r}(t)$, and after passing through a low-pass filter to remove unwanted mixing products, it provides the reference vector
$\boldsymbol{r}_{\boldsymbol{a}}(t)$. In the second path, the received signal vector is mixed with the coupledoscillator array vector $\mathbf{z}(t)$; and after low-pass filtering, it provides the demodulated scalar output signal $y_{a}(t)$ of the beamformer. The fixed oscillator is phase locked to the middle element of the coupled-oscillator array. It should be noted that in the block diagram of Fig. 9-10, the analytic representation [149] of the various signals is indicated. As an example, the analytic signal of the reference oscillator is

$$
\begin{equation*}
z_{r}(t)=w_{r} e^{j \omega_{o} t} \tag{9.6-4}
\end{equation*}
$$

with $\omega_{o}$ the reference oscillator frequency and $w_{r}$ its complex amplitude.
The coupled-oscillator array complex amplitudes are adaptively controlled based on a least-mean-square (LMS) algorithm given by

$$
\begin{equation*}
\dot{\boldsymbol{a}}=-\mu \boldsymbol{M} \boldsymbol{r}_{\boldsymbol{a}}(t) y_{a}^{*}(t) \tag{9.6-5}
\end{equation*}
$$

in order to minimize the effect of unwanted interfering signals present in the received array signal $\boldsymbol{r}(t)$. The operator ( $)^{*}$ denotes the complex conjugate. Matrix $\boldsymbol{M}$ depends on the desired fixed constraints of the beamformer, in other words, on a set of specified array-factor levels at a number of angular directions


Fig. 9-10. Adaptive coupled-oscillator array receiver block diagram. (Reprinted with permission from Ref. [154], ©2001 IEEE.)
including the direction of arrival of the main beam [154]. Finally, the parameter $\mu$ controls the convergence speed of the beamformer. The proposed beamformer operation was verified by computer simulation.

### 9.7 Conclusion

In this chapter we introduced several optimization problems, demonstrating the beamforming capabilities of coupled oscillator arrays. The beamforming problem has been formulated as a convex optimization problem, which includes the array steady state as a linear constraint. The results of Chapter 7 have been used to provide an expression for the steady state of the coupled-oscillator array. Additionally, the capability of generating and scanning multiple beams has been verified. Furthermore, a non-convex optimization algorithm, which optimizes the stability of the steady state solution, has been introduced, and an adaptive beamformer based on coupled oscillator arrays has been demonstrated. The combination of optimization and signal-processing techniques (together with the rich dynamical properties of coupled-oscillator arrays) reveal the potential and numerous applications of such arrays, which have yet to be explored.

## Chapter 10 <br> Overall Conclusions and Possible Future Directions

Active integrated antennas have found numerous applications as phased arrays, retro-directive arrays, and spatial power combiners. Coupled-oscillator antenna arrays represent a very exciting subset of active integrated antennas both from an application point of view, as well as from a research and analysis point of view, due to some very attractive properties, such as their ability to produce arbitrary phase shift distributions, as well as their capabilities of frequency conversion and frequency generation. In addition, they inherit the practical advantages of active integrated antennas, which are compact low-profile circuit implementations that are compatible with low-cost fabrication technologies (such as microstrip and coplanar waveguide), using single and multilayer printed circuit boards.

As we have seen, however, the design of coupled-oscillator antenna arrays, is far from trivial due to their highly nonlinear nature, which results in a dynamical behavior that is difficult to simulate and predict accurately and, in effect, increases the difficulty of designing coupled-oscillator arrays demonstrating a robust performance. Nonetheless, the progress of nonlinear circuit simulation and optimization techniques and the increase in computational power of low cost personal computers has made possible the accurate analysis of coupled-oscillator arrays with as many as a few tens of elements via combining sophisticated nonlinear models for the active devices and electromagnetic analysis for the antenna, transmission lines, and interconnects, using the various methods described in Chapter 8. Efficient
analysis of large coupled-oscillator arrays requires the use of approximate perturbation models, infinite-array approximations, and the continuum model that enable understanding of the exhibited behavior at a level permitting design of functional systems. The intuitive understanding of the array behavior and the gain in computational efficiency resulting from application of such methods makes them indispensable tools, complementary to the fully nonlinear simulators. The description and use of such methods has been the focus of Chapter 1 through Chapter 7.

Interest in low-cost, high-performance radio-frequency systems with reconfigurable properties in terms of transmitted beam direction or polarization makes coupled oscillator arrays a strong candidate for many applications including radar, phased arrays, and imaging in the microwave and millimeter wave frequencies. There are still numerous challenges to be addressed and many areas where improvements in coupled-oscillator array technology are desirable. Among these we specifically note the application of new implementation technologies in the design of coupled oscillator arrays, such as substrate integrated waveguide (SIW) technology and the creation of conformal coupled-oscillator arrays using flexible substrate materials such as paper and liquid crystal polymers (LCP). Preliminary results concerning coupledoscillator arrays using SIW technology were discussed in Chapter 6, demonstrating the possibility of low-cost single substrate array implementation. On the other hand, fully integrated coupled-oscillator arrays in the millimeterwave frequencies have also appeared in the literature [161] paving the way for the introduction of coupled-oscillator arrays in millimeter-wave phased-array sensing and communication applications.

We further note, that successful demonstrations of only small arrays have been reported in the literature to date, and large arrays employing hundreds of elements remain to be seen. In such large arrays, perimeter oscillator control of the radiated beam will be particularly beneficial. Furthermore, the demonstration of coupled-oscillator arrays using signal processing and optimization techniques in beamforming, and more importantly adaptive beamforming, is an area that should be further exploited. Finally, a number of challenging analysis problems remain to be addressed, such as quantifying the effect of phase noise on the locking range of the array and more detailed study of mode locking for pulsed operation of coupled oscillators in the microwave frequencies.

Despite the progress in the theory and design of coupled-oscillator arrays during the past two decades, active antenna arrays based on coupled oscillators have not yet found widespread practical application, although there have been notable achievements in array implementations such as the ones shown in

Chapter 6. It is hoped that the material presented in this book demonstrates the potential of coupled-oscillator arrays and motivates deigners to apply them in microwave and millimeter-wave array antennas.

We have endeavored to provide the reader with the understanding and the tools for such application through description of the research to date and mention of a few areas for further study and technological development. The references to the archival literature will, of course, provide more detail than could be included here without rendering the presentation far too cumbersome for the casual reader. However, the literature sometimes presupposes significant familiarity with the approaches currently in vogue. Thus, in parts the present treatment is an overview of the research work while in other parts it provides a tutorial facilitating access to the literature. We hope to have struck a balance between these two styles of presentation resulting in a book of somewhat wider utility in this field than would be the case for either style alone.
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## Acronyms and Abbreviations

\(\left.$$
\begin{array}{ll}\text { AACS } & \text { attitude and articulation control subsystem } \\
\text { ABET, Inc. } & \begin{array}{l}\text { Accreditation Board for Engineering and Technology }\end{array} \\
\text { ACORDE } & \begin{array}{l}\text { Advanced Communications Research and Development, S.A. } \\
\text { (Santander, Spain) }\end{array} \\
\text { AG } & \begin{array}{l}\text { auxiliary generator } \\
\text { amplitude modulation }\end{array}
$$ <br>

AM \& U. S. Ballistic Missile Defense Organization\end{array}\right]\)| BMDO | complementary metal oxide semiconductor |
| :--- | :--- |
| CMOS | coupled-oscillator array |
| COA | central pattern generator |
| CPG | constant-phase modulation |
| CPM | Centre Tecnologic de Telecomunicacions <br> de Catalunya (Barcelona, Spain) |
| CTTC | decibels relative to the carrier |
| dBc | decibels referenced to milliwatts |


| dc, DC | direct current |
| :---: | :---: |
| DC bias d.e. deg | bias voltage associated with a direct-current system differential equation degree |
| E-plane | plane containing the electric field intensity vector |
| Eq. | Equation |
| EuCAP | European Conference on Antennas and Propagation |
| FET | field effect transistor |
| FFT | fast Fourier transform |
| GCD | Global Communications Devices (North Andover, Massachusetts) |
| GHz | gigahertz |
| GMSK | Gaussian minimum-shift keying |
| GSM | Global System for Mobile Communications |
| GTRI | Georgia Tech Research Institute |
| H-plane | plane containing the magnetic field intensity vector |
| HSOM | harmonic self-oscillating mixer |
| IEE | Institution of Electrical Engineers |
| IEEE | Institute of Electrical and Electronics Engineers |
| IET | Institution of Engineering and Technology |
| IRE | Institute of Radio Engineers |
| IF | intermediate frequency |
| ILR | inverse locking range |


| JPL | Jet Propulsion Laboratory |
| :---: | :---: |
| L-band | frequency range between 390 and 1550 MHz |
| LCP | liquid-crystal polymers |
| LMDS | local multipoint distribution service |
| LMS | least mean square |
| MESFET | metal semiconductor field-effect transistor |
| MHz | megahertz |
| MMIC | monolithic microwave integrated circuit |
| mr | milliradian |
| $\mathbf{M s}{ }^{\mathbf{- 1}}$ | mega inverse seconds |
| NARRA | Novel Architectures for Reconfigurable Reflectarrays and Phased Array Antennas |
| NASA | National Aeronautics and Space Administration |
| nH | nanohenry |
| ns | nanosecond |
| pF | picofarad |
| pHEMT | pseudomorphic high electron mobility transistor |
| PLL | phase-locked loop |
| PM | phase modulation |
| R.A.C. | Radio Antenna Communications (Milan, Italy) |
| Ref. | reference |
| RF | radio frequency |
| RFCSET | RF/Microwave Communication Subsystems for Emerging Wireless Technologies |
| RFID | radio-frequency identification |


| RLC | resistance, inductance, capacitance |
| :--- | :--- |
| RoM | reduced order model |
| S-band | RF frequencies 1550-5200 MHz |
| SIW | substrate integrated waveguide |
| SOM | self-oscillating mixer <br> (Marie Curie Industry-Academia Pathways and Partnerships <br> project) Symbiotic Wireless Autonomous Powered system |
| SWAP | U.S. National Committee (USNC) of the Union Radio |
| USNC/URSI | ultra-wideband |
| UWB | volt |
| V | voltage- controlled oscillator |
| VCO | very high frequency |
| VHF | vector network analyzer |
| VNA | vector signal analyzer |
| VSA |  |


[^0]:    ${ }^{1} \mathrm{AM}$ is amplitude modulation, and PM is phase modulation.

