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Foreword

The challenge of communication in planetary exploration has been unusual.
The guidance and control of spacecraft depend on reliable communication.
Scientific data returned to earth are irreplaceable, or replaceable only at the cost
of another mission. In deep space, communications propagation is good, relative
to terrestrial communications, and there is an opportunity to press toward the
mathematical limit of microwave communication. Yet the limits must be
approached warily, with reliability as well as channel capacity in mind. Further,
the effects of small changes in the earth’s atmosphere and the interplanetary
plasma have small but important effects on propagation time and hence on the
measurement of distance.

Advances are almost incredible. Communication capability measured in
bits per second at a given range rose by a factor of 1018 in the 19 years from
Explorer I of 1958 to Voyager of 1977. This improvement was attained through
ingenious design based on the sort of penetrating analysis set forth in this book
by engineers who took part in a highly detailed and amazingly successful pro-
gram. Careful observation and analysis have told us much about limitations on
the accurate measurement of distance.

It is not easy to get busy people to tell others clearly and in detail how
they have solved important problems. Joseph H. Yuen and the other contribu-
tors to this book are to be commended for the time and care they have devoted
to explicating one vital aspect of a great adventure of mankind.

John R. Pierce
July 1982






Preface

A vital, often predominant function in every space mission is that of commu-
nications. From the moment of launch, the only connection between spacecraft
and earth is the communications system. This system is responsible for sending
scientific data back to earth in the specified quality and quantity together with
engineering data reporting the condition of the spacecraft. The communications
system also provides the capability of tracking the spacecraft and commanding it
to take certain actions. Without an effective communications system a success-
ful mission would not be possible.

To appreciate the challenge that one faces in designing such systems for
planetary exploration, one must consider the enormous distances that are
involved. Voyager spacecraft, for example, are now more than one billion miles
from earth, tens of thousands of times farther than the most distant communi-
cations satellite, and continue to transmit data and respond to commands.

The necessity of minimizing spacecraft weight presents a major problem to
communications systems designers. The far-reaching implications of spacecraft
weight become apparent as the designer considers the problems of providing
power supply, antennas, and other necessary devices and supporting elements.

Another important challenge is the extreme reliability required of the com-
munications system on the spacecraft. Once the spacecraft is launched, on-board
failures can no longer be repaired except by use of redundant systems. System
degradation due to aging, imperfect antenna pointing, or imperfect trajectories
can be expected; and the designer must know how much degradation to expect
from each case and must design the equipment, the operations, and the proce-
dures of data analysis accordingly. The telecommunications engineer works with
the most precise and advanced techniques of the engineering world.



Since the launch in 1958 of Explorer I, the first free-world satellite, there
has been substantial progress in improving communications capability. The fol-
lowing figure illustrates the communications capability in terms of data bits per
second sent back to earth. Each space mission has led to new telecommunica-
tions designs, and the major factors contributing to improvements are indicated
in the figure. In order to give a fair comparison, performance has been normal-
ized relative to the distance from earth to Jupiter, and at a bit error probability
of 5 X 1073, This is, in effect, comparing the past 25 years of spacecraft trans-
mission and receiving system capability with today’s Voyager capability. The
Voyager capability is 115.2 kbits per second at Jupiter range. Explorer I had a
capability of about 10713 bits per second at Jupiter range. Thus communica-
tions capability has been improved by a billion billion times, i.e., by 1018, Had
Explorer I been used to send pictures from Jupiter, it would have taken millions
of years to send just one.

Even though substantial progress has been made in the last 25 years, space
exploration is still in its infancy. There has been no exploration beyond the solar
system. There are numerous galaxies and billions of stars to investigate. Bigger
and tougher challenges are still ahead; more exciting times are yet to come.
These challenges will undoubtedly call for more advanced telecommunications
systems to transmit information to and from deep space. Telecommunications
technology is still in its infancy.

Through the years, a number of telecommunications design techniques, pro-
cedures, and analyses contributing to the success of deep space exploration
missions have been developed and applied. The purpose of this book is to pro-
vide descriptive and analytical information useful for the optimum design,
specification, and performance evaluation of deep space telecommunications
systems. The book emphasizes system performance information. Long, tedious
derivations are not included. The book should serve to acquaint new telecom-
munications engineers with the techniques available to them and should summa-
rize for the experienced engineers the analyses and information necessary for
their work. It also provides a background for understanding the interface
between the Deep Space Network and the spacecraft and is intended to facilitate
the conceptual designs and analyses for the enhancement of telecommunications
performance and assurance of compatibility between spacecraft and ground
system capabilities.

The book, which was started more than one and a half years ago, was origi-
nally intended to be an update of the widely used Telecommunications Systems
Design Techniques Handbook, edited by R. E. Edelson, and published on
July 15, 1972, by the Jet Propulsion Laboratory. However, owing to advancing
communications technology, it became apparent that a total rewrite was
necessary.
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Chapter 1 herein presents an overview of telecommunications systems. For
design control, a statistical approach to predict telecommunications link perfor-
mance and to assess its uncertainty is described. Chapter 2 reviews power spec-
tral density of a class of digital modulations. The required transmission band-
width is directly related to the power spectral density of the signaling scheme or
modulation technique employed. The bandwidth required to transmit the
chosen modulation and the ratio of energy-per-bit to noise spectral density are
the two important factors in evaluating the efficiency of any communication
system. Chapter 3 summarizes the basic fundamentals of phase-locked loop and
Costas loop receivers used for synchronization, tracking, and demodulation of
phase-coherent signals in residual carrier and suppressed carrier systems. Chap-
ter 4 describes the radio tracking system used in deep space exploration. The
radio tracking system provides radio reference carriers which are used for telem-
etry and command. It also performs radiometric functions in which information
is obtained on spacecraft position and the radio propagation medium. Chapter 5
treats the telemetry system, whose function is to transmit information signals
from spacecraft to ground receiver. Demodulation and decoding techniques are
discussed. Practical system performances of various schemes are presented. Chap-
ter 6 discusses the command system, whose function is to enable commands to
be sent to the spacecraft. Chapter 7 describes the spacecraft radio frequency sub-
system, which is a vital component for the three telecommunications functions
of tracking, telemetry, and command. Chapter 8 examines spacecraft antennas.
Chapter 9 outlines a model which combines the statistical description of tele-
communication link performance with a statistical description of weather
effects. Chapter 10 documents the computer software used for telecommunica-
tions performance analysis and monitoring. Software automation is crucial to
deep space mission operation. Chapter 11 deals with the selection of radio signal
frequencies to avoid interference from other spacecraft and other terrestrial
sources. Chapter 12 presents the basic telecommunications interface properties
of two new important interfaces: between spacecraft and the space shuttle and
between spacecraft and the Tracking and Data Relay Satellite System.

Although this book is intended to be comprehensive, it cannot be. Improve-
ments and innovations in deep space telecommunications are ongoing, but
books have a stopping place. Also many important allied topics have been
omitted to limit scope and size. Among the prominent omissions are space-
craft design, ground communication network, and mission control and com-
munication facilities. As editor, I have tried to keep each chapter in perspective
and to allocate to it the appropriate amount of space. However, individual
authors with different specialties and backgrounds have different opinions and
styles of presentation.

All the contributors to this book are with the Telecommunications Science
and Engineering Division of the Jet Propulsion Laboratory, California Institute
of Technology, with the exception of James C. Springett, who is a consultant



from Neocomm Systems, Inc. These individuals are active practitioners in their
particular fields of endeavor. 1 am fortunate to have had their support and
contributions. Some contributors have spent considerable amounts of their
own time at night and on weekends to participate. Their professional attitudes
have my highest respect and deepest appreciation. One individual who deserves
special mention is Peter W. Kinman. Without his assistance, this book probably
would not have been completed at this time.

Over the years, I have benefited from technical discussions and informal
conversations with many friends, too numerous to list, for which I am grate-
ful. T especially want to acknowledge Richard P. Mathison, William J. Weber,
Lawrence L. Rauch, Edward C. Posner, James W. Layland, and Robert E. Edelson.
I also want to thank Shirley A. Prather, who typed most of the manuscript of
this book — some of the chapters several times.

Last, but definitely not least, I want to express my gratitude for the pro-
grammatic support and encouragement provided by Hugh S. Fosque of NASA
Headquarters and Joel G. Smith and Catherine L. Thornton of the Jet Propul-
sion Laboratory, California Institute of Technology.

Joseph H. Yuen
Pasadena, California
July 1982
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Chapter 1
Telecommunications Systems Design

Joseph H. Yuen

1.1 Introduction

Deep space telecommunications systems are used for the transmission of
information between a spacecraft and a ground station. A typical deep space tele-
communications system is illustrated in Fig. 1-1. It performs three basic functions:
telemetry, command, and tracking.

The telemetry function involves the transmission of information from a space-
craft to earth. This information usually consists of science data, engineering data,
and imaging data. Science data convey information gained from scientific experi-
ments onboard the spacecraft. These data are moderate in volume but very valu-
able, with stringent quality and transmission accuracy requirements. Engineering
data report the status of spacecraft instruments and systems. These data are low
in volume and need to be of only moderate quality. Imaging data are of high
volume. Because of the redundancy present in planetary scenes, imaging data
need be of only moderate quality.

The command function involves the transmission of information from the
ground to the spacecraft. Although spacecraft are designed with a high degree of
automation and preprogrammed adaptabilities, command is needed to control
spacecraft functions, to direct the spacecraft to take specified actions, with
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specified parameters, at a definite time—for example, to change flight path. The
command link is characterized by a low data rate and a relatively low volume
of data of extremely high quality to assure a minimum of errors of transmission
to avoid misinterpretation of commands.

Tracking yields information on spacecraft position and velocity, the radio
propagation medium, and the properties of the solar system, thus enabling
trajectory monitoring and spacecraft navigation. In their passage through space,
the signals transiting between spacecraft and ground station are altered by the
medium through which they travel, by gravity, and by the relative velocity of
the spacecraft and ground stations. Further, the signals are delayed substantially
over these very long paths. By extremely accurate measurements of the radio
signal characteristics, the position of the spacecraft, its velocity, and its accel-
eration can be determined. Simultaneously, important information is gained on
the structure, composition, and temperature of the atmosphere of a body that
may occult the signal, on the plasma state along the signal path, and on plane-
tary and solar gravitational fields. Thus the process of transmitting radio signals
to and from a cooperative spacecraft can allow us to navigate the spacecraft to
its destination, measure properties of the gas and plasma in the signal path, and
determine gravitational and relativistic effects. These tracking data are charac-
terized by a very low rate, a need for long-term stability, extreme accuracy of
measurement, and by the extent of data processing required to turn the signal
into information.

The performance of these three functions—telemetry, command, and tracking—
depends on the amount of signal that is present relative to the noisy environment
in which the signal must be detected, i.e., a ratio of signal-to-noise strength, and
the degree of efficiency with which this signal-to-noise ratio is used. Hence, to
achieve best possible performance, we must design the telecommunication sys-
tem which gives the highest signal power, lowest amount of noise, and most
efficient use of signal-to-noise ratio, within constraints such as spacecraft weight,
size, and cost.

Let us illustrate these points quantitatively by considering the telemetry link.
To begin with, it is important to understand that interplanetary space is essen-
tially the same as free space as far as the propagation of microwave signals is
concerned. In the absence of weather effects, the earth’s atmosphere is almost
completely transparent at 2.3 GHz (S-band) and 8.4 GHz (X-band), which are
the frequencies being used for deep space telecommunications. Therefore, the
calculation of received signal strength is a geometrical problem. Let the space-
craft transmitted power be P, at distance r from the receiver on earth. If the
power were radiated isotropically, the power flux density at the receiver p would
be the transmitted power divided by the area of a sphere of radius r. The actual
flux density is increased by a factor equal to the gain of the transmitting antenna,
Gr. Thus, [1-1], ’



(1.1-1)

where 4nr2 is the area of a sphere of radius 7. The received signal level Py is
obtained by multiplying the flux density at the receiver by the area of the
receiving antenna A4, times the receiving antenna efficiency y; i.e.,

Pp = puAd, (1.1-2)

The received power Pp can be increased by three actions. First, the trans-
mitted power Py can be increased. This, of course, has system repercussions.
Even though the spacecraft-transmitted power is typically only 20 watts, which
is less than a dim desk lamp, the input power required to generate it represents a
substantial fraction of the total power available on the spacecraft. Second, the
transmitting antenna gain G, can be increased to focus the transmitted power
more intensely on the receiving antenna. Better focusing requires a larger space-
craft antenna (within limits of size and weight constraints) and the ability to aim
the resulting narrow beam. Third, the receiving antenna area can be increased to
collect as much of the incoming signal power as possible.

Consider the Voyager spacecraft,! for the transmitting frequency of 8.4 GHz,
where the transmitted power P is 21.3 W, the transmitting antenna gain G is
6.5 X 10% (unitless), and the distance from Jupiter to Earth is 6.8 X 101! m,
Thus, by using (1.1-1), we find the power flux density at the receiving antenna p
to be

p = 2.383X 107 W/m? (1.1-3)

which is a very small number indeed because of the large distance involved. This
is a measure of how much the transmitted power spreads in the 6.8 X 101!
meters. We want to recover some of this with as large a receiving antenna as
possible. The largest antenna that NASA has is a 64-m-diameter dish (i.e.,
Ap =3.2 X 103 m?) which has an efficiency of 42%. The received signal power
is obtained by using (1.1-2) with (1.1-3),

P, =305X107°W (1.1-4)

!Voyager is a NASA deep space mission with two spacecraft launched in 1977. Both reached
Jupiter in 1979. Voyager 1 arrived at Saturn in late 1980, and Voyager 2 in the summer of
1981. Voyager 2 will encounter Uranus in 1986 and Neptune in 1989.



This is again a very small number. The ability to communicate depends not on
the signal strength alone, but on the signal-to-noise ratio and, further, on how
efficiently this signal-to-noise ratio is being used.

The reception process introduces most of the noise that corrupts the receiving
signal. Every object radiates energy at radio frequencies. The omnipresent 2.7
kelvin thermal background of the universe produces a radio noise that is an
important fraction of the signal power that we are able to supply to the ground
receiving antenna. The deep space network (DSN) of NASA employs cryogeni-
cally cooled maser amplifiers, so that the total system noise power corrupting
the received signal is very low. In typical operation condition, at 8.4 GHz, the
DSN station receiving system equivalent noise temperature is 28.5 K. The noise
spectral density is, [1-1],

N, = kT (1.1-5)

where k is Boltzmann’s constant = 1.38 X 10720 mW/K Hz, and T is the system
equivalent noise temperature = 28.5 K. Thus,

N, = 3933X 107 W/Hz (1.1-6)

There are also other losses in the entire link such as circuit losses and antenna
pointing losses, etc., other than that due to distance. For the Voyager telemetry
link under consideration, the total loss is L =0.7 (unitless). Therefore, the
received signal-power-to-noise-spectral-density ratio, when this loss L is taken
into account, is

P L
—— = 5.428 X 10° Hz (1.1-D

R

No
How efficiently this signal-power-to-noise-spectral-density ratio is being used
determines the ultimate telemetry capability. And it is the choice of modulation
and coding methods that determines the efficiency with which this signal-to-noise
ratio is used (see chapter 5). For Voyager imaging data, the acceptable telemetry
data quality has a bit error probability of 5 X 1073 [1-2]. Voyager uses PCM/
PSK/PM modulation and convolutional code with Viterbi decoding, which
requires a received signal-power-to-noise-spectral-density ratio of 2.05 X 105 Hz
for a data rate of 115.2 kilobits per second. Comparing this with (1.1-7), we see
that there is a small margin to cover uncertainties. This emphasizes the extreme
attention which must be paid to link parameter tolerances throughout the
system.




Before turning to chapters 2 through 12, which deal with various aspects of
deep space telecommunications, we formalize the link design procedure and its
performance uncertainty assessment technique.

1.2 Telecommunications Link Analysis

The performance of a telecommunications system depends on numerous link
parameters. Advanced modulation techniques, coding schemes, modern antennas
and transmitters, etc., all improve communication efficiency in their own ways.
When it comes to designing the entire communications system, communications
engineers put all the components or subsystems together and determine system
performance capability. In this section the signal-to-noise-spectral-density ratios
(SNRs) that characterize telecommunications performance are defined in terms
of the link parameters.

1.2.1 Received Power

General equations used for performance computation are derived from the
basic equations of communications in the medium between transmitting and
receiving systems [1-1]. The first step in link analysis is to calculate the received
signal power. Received power Py is computed by the following equation:

Po = PrlyGrlpplgl, Lplypp,Gply (1.2-1)

where Py is the received signal power at the input to the receiver or preampli-
fier, P is the total transmitted power at antenna terminals, L is the transmit-
ting circuit loss between transmitting antenna terminals and radio case due to
cabling, G is the transmitting antenna gain, L, is the pointing loss of the
transmitting antenna, Lg is the space loss, L, is the atmospheric attenuation,
Lp is the polarization loss between transmitting and receiving antennas due to
mismatch in polarization patterns, Ly, is the pointing loss of the receiving
antenna, G is the receiving antenna gain, and Ly is the receiving circuit loss
between receiving antenna and receiver due to cabling. Equation (1.2-1) consists
of a large number of parameters in product form. Different types of commu-
nications links have different components but the form of (1.2-1) remains
unchanged.

The space loss, or numerical ratio of received power to transmitted power
between two antennas, is given by

A 2
LS = (m) (12-2)

where A is the wavelength of radio signal and r is the distance between space-
craft and ground antennas.




The transmitting antenna gain G, can be related to the effective antenna
aperture A as

Gy = (1.2-3)

where A is the wavelength of radio signal. The effective antenna aperture 4 is
related to the actual antenna aperture 4, by the relations

A, = uAd

r (1.2-4)

t

where u is the antenna efficiency factor. The receiving antenna gain is similarly
defined (see chapter 8 for more detailed discussions).

Some of the parameters in (1.2-1) are not defined in exactly the same way on
all projects. For example, the transmitting circuit loss L, is sometimes accounted
for by decreasing the effective transmit antenna gain and/or by decreasing the
effective transmitted power, obviating L. Also, the atmospheric attenuation
(for clear, dry weather) is ordinarily accounted for in the ground antenna gain.
No matter what the precise definitions are, it must account for the entire tele-
communications link.

The received power is referenced to some point in the receiving circuit. Of
course, the choice of reference point affects L. On the uplink (from ground
to spacecraft), the point of reference is usually the input port of the spacecraft
transponder. On the downlink (from spacecraft to ground), the point of refer-
ence is the input to the maser amplifier. Whatever the reference, the noise
equivalent temperature of the receiving system must be referenced to that same
point if signal-to-noise ratios are to be computed correctly.

1.2.2 Noise Spectral Density

The noise for an uplink is dominantly thermal. For the downlink, thermal
noise is abetted by random radiation picked up by the ground antenna. This ran-
dom radiation includes that from the atmosphere, hot bodies in the field of view
of the antenna, the 2.7 K cosmic background, and that portion of the ground
seen by antenna sidelobes.

It is assumed that the receiving system noise has uniform spectral density in
the frequency band containing the signal. The one-sided noise spectral density
N, (in units of watts/hertz) is defined as

N, = kT (1.2-5)




where k is Boltzmann’s constant = 1.380 X 1023 J/K, & = 10 log k = -198.6
dBm/(Hz K), and T is the system equivalent noise temperature. Equation (1.2-5)
is valid since microwave frequency signals are currently being used for deep
space telecommunications. For signals in other frequency regions, such as in
optical frequencies, different expressions should be used [1-1].

1.2.3 Carrier Performance Margin

Carrier performance margin or simply carrier margin M, on either uplink or
downlink is defined as

P

= < =
M, A (1.2-6)

where P, = portion of received power in the residual carrier, and B; , = one-
sided threshold loop noise bandwidth. Here, P, is calculated from P, using
the modulation indices of the link and depends on the type of modulation used
(see chapter 5).

The above definition of carrier margin was chosen because a phase-locked
loop receiver loses lock when P, drops below 2 B, , N, watts (see chapter 3).
Thus, P, =2 B; , N, defines carrier threshold. M, is calculated as

M, =P -2B,,-N, (1277

and represents the number of decibels the received residual carrier is above
carrier threshold. Another popular name for M, is carrier SNR in 2 B; . How-
ever, this is a misnomer since B, N,, not 2 B; , N, is the noise power in a
thresholding loop. So carrier SNR in 2 B}, equals one-half the carrier signal-to-
noise ratio in a thresholding loop.

The minimum acceptable carrier margin, in general, is not O dB. For swept
acquisition of the uplink, the minimum useful P, is in the neighborhood of
20 By, N, watts. That is, the minimum useful carrier margin is about 10 dB.
For the downlink, the DSN recommends that carrier margin be at least 10 dB.
Furthermore, carrier margins for two-way doppler may need to be larger than
10 dB, depending on required radiometric accuracies.

1.2.4 Telemetry and Command Performance Margins
For both telemetry and command,

S

RN,

ST/N,, to receiver = (1.2-8)




where S is the portion of received power in the data modulation sidebands,
and R is the data bit rate. Here S is calculated from P, using the modulation
indices of the link. The parameter ST/N,, to receiver is sometimes denoted by
E, [N,, which is the signal energy per bit to noise spectral density ratio. And

ST/N, output = [ST/N,, to receiver ] L (1.2-9)

system

where L is the system losses. Threshold ST/N,, is defined by the bit error

system

probability required of a link.

The bottom line of a telemetry or command link analysis is the performance
margin. In dB,

performance margin = ST/N  output - threshold ST/N,,  (1.2-10)

1.2.5 Ranging Performance Margin

The ranging channel involves transmitting a ranging modulation or code
from the DSN to the spacecraft, where it is demodulated and then, together
with receiver noise, is used to modulate the downlink from the spacecraft to
the DSN (see Chapter 4). The ranging signal-to-noise ratio at the spacecraft is

Py /1)

BR NO(u/I)

ranging input SNR = (1.2-11)

where Pp, ;y is the portion of received uplink power in the ranging modulation
sidebands, Noqun 18 the uplink (i.e., one-sided noise spectral density of the
spacecraft receiver), and By is the one-sided noise bandwidth of the transponder
ranging channel. Here Py, is calculated from the uplink Py using the modula-
tion indices of the uplink. The ranging signal-to-noise-spectral-density ratio
returned to the DSN is

PR (d/n)

received SNR =
N o(d/n)

(1.2-12)

where Pp ;) is the portion of received downlink power in the ranging modula-
tion sidebands, and Ny, is the downlink one-sided noise spectral density.
Here, Pg gy is a function not only of the downlink Py and the downlink mod-
ulation indices but also of ranging input SNR. This is because ranging is a turn-
around channel. Some of the modulation sidebands on the downlink are turn-
around noise sidebands.




output SNR = [received SNR] L (1.2-13)

radio

where L, ;. is the radio loss of ranging system. The value of the required SNR
is specified by required radiometric accuracies and desired integration time (see
chapter 4).

The bottom line of a ranging link analysis is the performance margin, in dB,

ranging performance margin = output SNR - required SNR (1.2-14)

1.3 Telecommunications Design Control

We have seen in Section 1.1, using the telemetry link of Voyager as an exam-
ple, that there is only a small margin to cover uncertainties. Indeed, a small
number of decibels is usually all that separates an inadequate link design from a
costly overdesign. This emphasizes the extreme attention which must be paid to
performance prediction for deep space telecommunications systems.

If all link parameters were constant and precisely known to the telecommuni-
cations engineer, a simple accounting of the link parameters could predict
performance. The real world is not so accommodating, however. Some link
parameters vary with spacecraft environment, others with ground station param-
eters and the communications channel conditions. Some are associated with
link components which have manufacturing tolerances.

In the early days of space exploration, engineers had little data and were
relatively inexperienced in designing deep space telecommunications systems.
Hence they tended to be very conservative. And a deterministic worst-case
criterion [1-3] was used to assure sufficient link margins in guarding against
uncertainties. Experience over many lunar and planetary flight projects has
demonstrated that this approach is practical from the point of view of engineer-
ing and management [1-3, 14, 1-5]. The major disadvantage of this determin-
istic worst-case criterion is that it provides no information about the likelihood
of achieving a particular design value. Hence cost tradeoff and risk assessment
cannot be done quantitatively.

Over the years, more experience was gained in deep space telecommunica-
tions systems design. A statistical technique has evolved for treating telecom-
munications performance statistically [1-6] [1-7], removing the major disad-
vantages of the deterministic approach while preserving its advantages. Since
1975 this statistical technique has been used in the design of deep space tele-
communications systems. It is described in this section.
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1.3.1 Design Control Tables

The communication link margin is computed using an equation of the follow-
ing form:

YEPY, Ve (1.3-1)

where y;, i = 1, 2, -+, K are parameters of the communication link such as
in (1.2-1) and (1.2-6). This equation is presented in its general form, without
its detail components. Different types of communications links have different
components but the form of this equation remains unchanged.

The overall telecommunication system consists of a large number of param-
eters in product form. Hence, expressed in the dB domain, it becomes a sum of
these parameters;i.e.,

X =X hx, (1.32)
where
x = 10log, v (1.3-3)
and
x, = 10log, ¥, , i=1,2,---, K (1.3-4)

In managing the system design, it is most convenient to put this in tabular
form with these parameters as entries. This table is referred to as a design control
table (DCT). All of the factors that contribute to system performance are listed
in the order that one would find in tracing a signal through the system. As
examples, sample DCTs of the telemetry, command and ranging links of Galileo®
are shown in Tables 1-1 through 1-3.

To every parameter in a DCT a design value, along with its favorable and
adverse tolerances, is assigned by designers. These tolerances are used not as a
hidden safety margin of each parameter; rather, they reflect probable uncer-
tainties, including measurement tolerance, manufacturing tolerance, environ-
ment tolerance, drift and aging of elements, parameter modeling errors, etc.
The table readily indicates the parameters with the largest tolerances — hence
the areas where more knowledge and hardware improvement might be most
profitable.

2Galileo is a deep space mission, to be launched in 1985, sending a spacecraft to orbit
Jupiter, with a probe descending into Jupiter’s atmosphere.
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Table 1-1. Sample telemetry link design control table of Galileo

Favorable

Adverse

Design Mean Variance
tolerance tolerance
Transmitter parameters
(1) RF power to antenna, dBm 40.5 0.24
Transmitter power, dBm 40.60 1.00 -1.40 40.5 0.24
Transmitter circuit loss, dB 0.00 0.00 0.00 0.00 0.00
(2) Antenna circuit loss, dB -0.20 0.10 -0.10 -0.2 0.00
(3) Antenna gain, dBi 50.10 0.50 -0.90 50.0 0.08
Cone angle = 0.48 deg
(4) Pointing loss, dB -0.81 0.71 -2.00 -1.2 0.33
Path parameters
(5) Space loss, dB -290.54 -290.5 0.00
Frequency = 8420.43 MHz
Range =9.529+08 km
=6.37 AU
(6) Atmospheric attenuation, dB 0.00 0.00 0.00 0.00 0.00
Weather 50%
Receiver parameters
(7) Polarization loss, dB -0.04 0.04 -0.04
(8) Antenna gain, dBi 71.75 0.60 -0.60 71.7 0.12
(9) Pointing loss, dB 0.00 0.00 -0.10
(10) Noise spectral density,
dBm/Hz -184.40 -0.53 0.47 -184.4 0.03
Total system noise
temperature, K 26.30 -3.01 3.00
Top (zenith), K 20.00 -3.00 3.00
Delta Top (elev angle), K 6.30 -0.20 0.10
Delta Top (clouds), K 0.00 0.00 0.00
Hot body noise, K 0.00 0.00 0.00
Elev angle = 25.00 deg
(11) 2-sided threshold loop
noise bandwidth, dB-Hz 10.00 -0.46 0.41 10.0 0.03
Power summary
(12) Received power, £7, dBm -129.8 0.78
(1+2+3+4+5+6+7+8+9)
(13) Received Pp/N, dB-Hz 54.6 0.81
(12 -10)
(14) Carrier supp by ranging
chan, dB -0.20 0.10 -0.10 -0.2 0.00
(15) Carrier supp by telemetry
mod, dB -15.21 0.52 -0.56 -15.2 0.05
(16) Carrier power/total
power, dB (14+15) -15.4 0.05
(17) Received carrier power, dBm -145.3 0.83
(12 +16)
(18) Carrier margin, dB 29.2 0.80
17 -10-11) 30 = 281
12




Table 1-1 (contd)

Favorable

Adverse

Design tolerance tolerance Mean  Variance
Data channel performance
(19) Data bit rate, dB 51.28 0.00 0.00 51.3 0.00
Bit rate = 134400.0 BPS
(20) Data power/total power,dB  -0.33 0.12 -0.12 -0.3 0.00
TLM Mod Index = 80.0 deg
Supp by rng chan = -0.2 dB
(21) Data power to receiver, dBm -130.2 0.78
12 +20)
(22) ST/Ny to receiver, dB 3.0 0.81
21-19-10)
(23) System losses, dB -0.43 0.30 -0.30 -0.4 0.02
Radio loss, dB
Demod, detection loss, dB
Waveform distortion loss, dB
(24) ST/Ng output, dB 2.5 0.83
(22 +23)
(25) Threshold ST/Ng, dB 2.31 0.00 0.00 2.3 0.00
(26) Performance margin, dB 0.2 0.83
(24 - 25)
(27) Array performance
increase, dB 2.6 0.05
(28) Arrayed ST/Ny, dB 5.1 0.88
24 +27)
(29) Arrayed performance
margin, dB 2.8 0.88
(26 +27) 30 2.72

Table 1-2. Sample command link design control table of Galileo

Favorable

Adverse

Design Mean  Variance
tolerance tolerance
Transmitter parameters
(1) RF power, dBm 80.00 0.50 -0.50 80.0 0.04
Power output = 100.0 kw
Transmitter circuit loss, dB 0.00 0.00 0.00 0.00 0.00
(2) Antenna gain, dBi 60.65 0.30 -0.70 60.4 0.08
Elevation angle = 25 deg
(3) Pointing loss, dB 0.00 0.00 -0.10
Path parameters
(4) Space loss, dB -278.54 -278.5 0.00
Frequency = 2114.68 MHz
Range =9.529+08 km
=6.37 AU
(5) Atmospheric attenuation, dB ~0.03 0.00 0.00 -0.0 0.00
Weather 90%
13



Table 1-2 (contd)

Favorable

Adverse

Design tolerance tolerance Mean  Variance
Receiver parameters
(6) Polarization loss, dB -0.26 0.21 -0.28
(7) Antenna gain, dBi 6.59 2.08 -2.09 6.3 0.73
Cone angle = 0.48 deg
(8) Pointing loss, dB 0.00 0.00 0.00 0.0 0.00
(9) Receiver circuit loss, dB -2.00 0.40 -0.50 -2.0 0.07
(10) Noise spectral density,
dBm/Hz -167.68 -0.35 0.86 -167.4 0.04
Operating temp, K 1235.00 -95.00 270.00
Hot body noise, K 0.00 0.00 0.00
(11) 2-sided threshold loop,
noise bandwidth, dB-Hz 12.00 -0.70 0.60 12.0 0.07
Power summary
(12) Received power, Pp, dBm -133.8 093
(1+2+3+4+45+6+7+8+9)
(13) Received Pp/N, dB-Hz 33.6 0.97
(12 -10)
(14) Carrier suppression by
ranging mod, dB 0.00 0.00 0.00 0.00 0.00
(15) Carrier suppression by
command mod, dB -4.02 0.27 -0.29 -4.0 0.01
(16) Carrier power/total
power, dB -4.0 0.01
(14 +15)
(17) Received carrier power, dBm -137.9 0.94
(12 + 16)
(18) Carrier margin, dB 17.6 1.05
17-10-11) 30 3.08
Data channel performance
(19) Data bit rate, dB 15.05 0.00 0.00 15.1 0.00
Bit rate = 32.0 bps
(20) Data power/total power,dB  -2.19 0.18 -0.19 -2.2 0.01
Command mod index =
51.0 deg
Suppression by ranging
mod =0.0dB
(21) Data power to receiver, dBm -136.0 0.93
(12 +20)
(22) ST/N to receiver, dB 16.3 0.97
21-19-10)
(23) System losses, dB -2.40 0.50 -0.50 -2.4 0.4
Radio loss, dB
Demod, detection loss, dB
Waveform distortion, dB
(24) ST/Ng output, dB 13.9 1.02
(22 +23)
(25) Threshold ST/Ng, dB 9.59 0.00 0.00 9.6 0.00
(26) Performance margin, dB 4.4 1.02
(24 - 25) 30 3.02
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Table 1-3. Sample ranging channel design control table of Galileo

Design Favorable Adverse Mean  Variance
tolerance tolerance
Transmitter parameters
(1) RF power, dBm 73.00 0.50 -0.50 73.0 0.04
Power output = 20.0 kw
Transmitter circuit loss, dB 0.00 0.00 0.00 0.0 0.00
(2) Antenna gain, dBi 55.30 0.30 -0.70 55.1 0.08
Elevation angle = 25.00 deg
(3) Pointing loss, dB 0.00 0.00 -0.10
Path parameters
(4) Space loss, dB -278.54 -278.5 0.00
Frequency =2114.68 MHz
Range =9.529+08 km
=6.37 AU
(5) Atmospheric attenuation, dB -0.03 0.00 0.00 -0.0 0.00
Weather 90%
Receiver parameters
(6) Polarization loss, dB -4.25 1.22 -1.55
(7) Antenna gain, dBi 36.40 0.60 -0.80 32.0 0.40
Cone angle = 0.48 deg
(8) Pointing loss, dB -0.18 0.18 -0.07 -0.1 0.00
(9) Receiver circuit loss, dB -2.00 0.40 -0.50 -2.0 0.07
(10) Noise spectral density,
dBm/Hz -167.81 -0.22 0.78 -167.5 0.03
Operating temperature, K 1200.00 -60.00 235.00
Hot body noise, K 0.00 0.00 0.00
(11) 2-sided threshold loop
Noise bandwidth, dB-Hz 12.20 -0.70 0.60 12.2 0.07
Power Summary
(12) Received power, P, dBm -120.6 0.60
(142+3+4+5+6+7+8+9)
(13) Received Pp/Ng, dB-Hz 46.9 0.63
(12 -10)
(14) Carrier suppression by
ranging mod, dB -3.01 0.22 -0.23 -3.0 0.01
(15) Carrier suppression by
command mod, dB -0.54 0.04 -0.05 -0.5 0.00
(16) Carrier power/total
power, dB (14+15) -3.6 0.01
(17) Reccived carrier power, dBm -124.2 0.61
(12 + 16)
(18) Carrier margin, dB 31.2 0.71
(17-10-11) 200 = 161
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Table 1-3 (contd)

Design Favorable Adverse Mean Variance
tolerance tolerance
Transmitter parameters
(1) RF power to antenna, dBm 40.5 0.24
Transmitter power, dBm 40.60 1.00 ~1.40 40.5 0.24
Transmitter circuit loss, dB 0.00 0.00 0.00 0.00 0.00
(2) Antenna circuit loss, dB -0.20 0.10 -0.10 -0.2 0.00
(3) Antenna gain, dBi 50.10 0.50 -0.90 50.0 0.08
Cone angle = 0.48 deg
(4) Pointing loss, dB -0.81 0.71 -2.00 ~1.2 0.33
Path parameters
(5) Space loss, dB -290.54 -290.5 0.00
Frequency = 8420.43 MHz
Range =9.529+08 km
=6.37 AU
(6) Atmospheric attenuation, dB ~ -0.35 0.00 0.00 -0.03 0.00
Weather 50%
Receiver parameters
(7) Polarization loss, dB -0.02 0.02 -0.04
(8) Antenna gain, dBi 66.20 0.60 -0.60 66.2 0.12
(9) Pointing loss, dB 0.00 0.00 -0.10
(10) Noise spectral density,
dBm/Hz -181.39 -0.33 0.31 -1814 0.01
Total system noise
temperature, K 52.62 -391 391
Top (zenith), K 25.00 -2.50 2.50
Delta Top (elev angle), K 6.80 -3.00 3.00
Delta Top (clouds), K 20.82 0.00 0.00
Hot body noise, K 0.00 0.00 0.00
Elev angle = 25.00 deg
(11) 2-sided threshold loop
Noise bandwidth, dB-Hz 10.33 -0.46 0.46 10.3 0.04
Power summary
(12) Received power, Py, dBm -135.7 0.78
(1+2+3+4+5+6+7+8+9)
(13) Received P7/N¢, dB-Hz 45.7 0.79
(12 -10)
(14) Carrier supp by ranging
chan, dB -0.22 0.05 -0.05 -0.2 0.00
(15) Carrier supp by telemetry
mod, dB -15.21 0.52 -0.56 -15.2 0.05
(16) Carrier power/total
power, dB (14+15) -15.4 0.05
(17) Receiver carrier power, dBm -151.2 0.83
(12 +16)
(18) Carrier margin, dB 19.9 0.88
(17-10-11) 20 1.87
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Table 1-3 (contd)

. Favorable Adverse .
Design Mean  Variance
tolerance tolerance

Ranging channel performance
(19) Uplink ranging power/ -3.55 0.26 -0.28 -3.6 0.01
total power, dB
Ranging mod index =45.0 deg
Supp by cmd mod =-0.5 dB

(20) Ranging power to receiver, -124.2 0.61
dBm (12U+19)

(21) Uplink radio loss, dB 0.00 0.00 0.00 0.0 0.00

(22) Ranging power at receiver -124.2 0.61
output, dBm (20+21)

(23) Ranging noise bW, dB-Hz 61.76 -0.22 0.22 61.8 0.01

(24) Ranging noise power, dBm -105.8 0.04
(10U+23)

(25) Ranging input SNR, dB -18.4 0.64
(22-24)

(26) Downlink ranging power/ -47.77 3.76 -3.92 -47.8 1.86

Total power, dB
Downlink ranging MI =

12.9 deg rms
Supp by telemetry mod =
-14.2dB
(27) Received ranging power, -183.5 2.64
dBm (12D+26)
(28) Received PR/NO, dB -2.1 2.66
(27-10D)
(29) Downlink radio loss, dB -0.50 0.00 0.00 -0.5 0.00
(30) Pg/N output, dB -2.6 2.66
(28+29)
(31) Required PR/NO, dB 0.00 0.00 0.00 0.0 0.00
(32) Performance margin, dB -2.6 2.66
(30-31) 200 = 3.26

The performance assessment and the design procedure are described in the
following section.

1.3.2 Design Procedure and Criterion

Before we describe the statistical approach used for deep space telecom-
munications systems design, we examine the importance of weather effects on
telecommunications performance.

1.3.2.1 Weather Effects. Weather requires special consideration. For carrier

frequencies at or above X-band, the randomness that weather introduces to the
link dominates all other sources of randomness. There are two techniques for
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incorporating weather into telecommunications design control. The simple one
of these, the percentile weather technique, is described in this section. It is a
reasonable estimate of the weather effects on link performance. Often a reason-
able estimate suffices for preliminary system design and performance assessment
purposes. The percentile weather technique is attractive for its simplicity. On the
other hand, for detailed design and link performance monitoring purposes, a
more accurate estimate is required. A more elaborate technique is treated in
Chapter 9 in this book.

The percentile technique for incorporating weather into telecommunications
design control requires the preparation of two design control tables. In the first
design control table, a dry atmosphere and clear sky over the DSS is assumed.
In the second design control table, x-percentile inclement weather is assumed.
By “x-percentile” weather is meant that with x% probability a pessimistic
assumption is being made about weather effects; moreover, with (100 - x)%
probability an optimistic assumption is being made. As an example, 95-percen-
tile means that 95% of the time the degradation due to weather is less than
predicted, while 5% of the time the weather degradation is worse.

1.3.2.2 Design Procedure. The design procedure is described here. The proce-
dure unfolds as a sequence of six steps during which the philosophy of telecom-
munications design control reveals itself. The discussion below follows [1-6]
and [1-7].

Step 1. Three values are assigned to most link parameters: design, favorable
tolerance, and adverse tolerance. All three values are to be in decibel represen-
tation. Those parameters which are not assigned three values should receive
only a design value (in decibels). Data bit rate, space loss, and threshold (or
required) signal-to-noise ratios are regarded as deterministic and only have
design values. The weather-dependent parameters — atmospheric attenuation
and, on the downlink, incremental noise temperature due to clouds — should
be assigned only design values (noise temperature is in units of kelvin, though,
not decibels). In fact, the design values of the weather-dependent parameters
should be based on the assumption of clear, dry weather. Later on, as explained
in the previous paragraph, the design procedure is to be repeated with weather-
dependent design values assigned on the basis of x-percentile inclement weather.
The following definitions serve as a guide in the assignment of values to a link
parameter:

Design value the a priori estimate of a parameter,

I

Favorable tolerance = the best case of a parameter minus the design value,

Adverse tolerance = the worst case of a parameter (short of failure) minus
the design value.
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Noise temperatures, noise spectral densities, and noise bandwidths have favor-
able tolerances with negative values and adverse tolerances with positive values.
The opposite is true of all other link parameters that get assigned tolerances.
Tolerances reflect one or more of the following: a limit cycle, a manufacturing
tolerance associated with a link hardware component, a dependence on space-
craft environment, and other uncertainties.

Step 2. Arrange the link parameters in a vertical listing — a design control
table — and identify independent groups among them.

Step 3. Within each of the independent groups, add the design values and the
favorable and adverse tolerances so that there is only one design value with its
associated favorable and adverse tolerances for each group.

Step 4. Assign a probability density function (pdf) to each independent group.
Typically, only uniform, triangular, Gaussian, and Dirac-delta (for those groups
without tolerances) pdf’s are used. The assignment made by the Telecommunica-
tions Prediction and Analysis Program (TPAP) are tabulated in Chapter 10. In
case a probability density function is nonzero over the entire real line such as the
Guassian density function, use the absolute sum of its favorable and adverse
tolerances as its 6-sigma (6 standard deviations) measure.

Step 5. Compute for each independent group (random variable) its mean and
variance. Table 1-4 illustrates the computation of mean and variance for the
common pdf’s. Having been computed from a design value and tolerances all
expressed in decibels, the mean will, of course, be in decibels (and the variance
in decibels squared).

Step 6. Compute the mean and variance of the desired performance or carrier
margin by algebraically summing the means and adding the variances obtained
in step 5. By algebraically summing is meant that some means — those corre-
sponding to noise spectral density, noise bandwidth, data bit rate, and threshold
(or required) signal-to-noise ratios — are subtracted rather than added.

It is certainly true that a precise probability density function of the overall
link margin can be obtained by convolving the pdf’s of the K independent ran-
dom variables. However, the link margin tolerance distribution is well approxi-
mated by a Gaussian distribution by invoking the central limit theorem since
the overall link consists of K independent random variables formed in step 2
above. This simplifies the computational complexity to the point that hand
calculation is indeed practical. Moreover, the pdf’s of the K independent random
variables were only estimated. It seems difficult to justify using tedious convolu-
tion to achieve a precise solution based on imprecise information if an approxi-
mation is indeed satisfactory. A more worthwhile effort would be making a
more accurate estimate of the pdf’s of the K independent random variables.
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Table 1-4. Computation of mean and variance of common probability density functions

Probability density function

Uniform
M =D+ (F+A4)2
V = (F-A)?/12
D+A D+F
Triangular ]
M = D+ (F+A4)/3 [
V = (F2+A2 - AF)/18 I
I
|
D+4 D D+F
Gaussian
M = D+ (F+A4)[2
V = (F-A4)%/36
1
|
|
1
D+4 D D+ F
D = design
M = mean
V = variance
A = adverse tolerance, which has a negative value for all link parameters except noise

spectral density and noise bandwidth
F = favorable tolerance, which has a positive value for all link parameters except noise
spectral density and noise bandwidth

For noise spectral density and noise bandwidth the favorable tolerance is a negative number
while the adverse tolerance is a positive number.
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The above procedure is repeated with the weather-dependent parameters
being assigned design values based on x-percentile inclement weather. The
performance or carrier margin is finally considered predicted with the specifi-
cation of four members:

(1) Mean margin with clear, dry weather.
(2) Mean margin with x-percentile weather.
(3) n-sigma margin with clear, dry weather.

(4) n-sigma margin with x-percentile weather.

where “n-sigma margin” equals mean margin minus # standard deviations. The
value # is typically 3 for command links and 2 otherwise.

1.3.2.3 Design Criterion. In order to assure successful operation and guard
against adverse situations, we must provide sufficient link margins. Based on the
design procedure described in the preceding section, it can be stated that, for
example, link performance will not deviate from its mean margin by more than
3-sigma (three standard deviations) with probability 0.99. This 3-sigma value is
used as an uncertainty measure for the link. Depending on how much risk we
are willing to take, we can choose any number of sigma values. Hence a useful
design criterion is: the mean value of the link SNR must exceed the required
SNR by an amount equal to or larger than n-sigma. The value n is typically 3 for
command links and 2 for telemetry and ranging links.
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Chapter 2
Spectral Characteristics of
Digital Modulations

Marvin K. Simon

2.1 Introduction

Two factors that are important in evaluating the efficiency of any communi-
cation system are the bandwidth required to transmit the chosen signaling or
modulation technique and the energy-per-bit-to-noise-spectral-density ratio.
Whereas the latter factor is a weli-defined quantity, the former can be defined in
many ways [2-1]. Regardless of the definition, however, the required transmis-
sion bandwidth is directly related to the power spectral density (PSD) of the
signaling scheme. Thus, efficient analytical methods for calculating this power
spectral density are essential if one is to specify the spectral occupancy of the
transmission channel.

One very important class of digital modulations is that corresponding to the
simultaneous transmission of one or more synchronous data pulse streams where
the underlying data sequences that generate these pulse streams have known
statistical properties. Techniques for computing the PSD of such pulse streams
have appeared in the literature and in some textbooks. In almost all cases, each
sequence is assumed to be either wide sense stationary (WSS), with known
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autocorrelation function or, more generally, an N-ary Markov source with
known (fixed) stationary and transition probabilities. A special case of the latter
is a purely random source, i.e., one that emits an elementary signal (pulse) in a
given signaling interval independent of those emitted in previous signaling
intervals. Such a source can be modeled as a degenerate case of an NV-ary Markov
source whose N X N transition matrix (the matrix of transition probabilities) has
identical rows. When N =2, and the two elementary signals are the same, we
have the familiar case of antipodal binary signaling.

Occasionally, one finds situations where the generating data sequence is not
WSS but, however, is cyclostationary, i.e., its first two moments are periodic.
One such case occurs at the output of a convolutional encoder where the period
(in code symbols) is equal to the reciprocal of the code rate. Thus, in order to
characterize the spectral properties of the output of such an encoder, one must
have an expression for the power spectral density of a synchronous data stream
whose generating sequence is cyclostationary.

This section is devoted to reviewing the techniques described above along
with illustrative examples of how they are used to compute the PSD of
well-known modulation/coding schemes. We begin with a discussion of the PSD
of a single synchronous data stream generated by a binary WSS sequence.

2.2 Power Spectral Density of a Synchronous Data
Stream Generated by a Binary, Zero Mean, WSS
Sequence

Consider the binary (+1) zero mean, WSS sequence {a,} for which it is
known that

S|
1]
=]

(2.2-1)

Q
(S}
]

R(m - n)

and the overbar denotes statistical expectation. From this sequence, we form the
synchronous data pulse stream

m(t) = ) a,p(- nT) (2.2:2)

n=—o0

where p(?) is the elementary signal (pulse shape) and is not necessarily restricted
to be time-limited to only a single signaling interval, i.e., the pulse train m(¢) can
contain overlapping pulses. Irrespective of the properties of the generating
sequence {a,}, the data stream m(¢) is itself cyclostationary since the expected
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value of the product m(f)m(z + 7) is, in addition to being a function of 7, a
periodic function of z. Thus, to compute the power spectral density S,,(f) of
m(t), we must first average

R(t;7) é m()ym(t+ 1) (2.2-3)

over ¢ [the averaging is performed over the period of R(#; 7)] and then take the
Fourier transform of the result. Thus,

5,00 5 Fi<R@0>) (2.24)

where < > denotes time average and % denotes Fourier transform. Substituting
(2.2-2) into (2.2-3) and making use of (2.2-1), it can be shown [2-2] that

S ()= Sp(f)Sa(f) (2.2-5)
where, with P(f) the Fourier transform of p(¢),

s 2 Liper 226
02 Lire (2.26)

is the power spectral density of the individual pulse p(¢) and
S () = g: R(1)e™/2mM (2.2-7)
a “
l=—o0

is the spectral density of the sequence, i.e., the discrete Fourier transform of its
correlation function. Note that if the data sequence is purely random, i.e.,

1, m=n
aa, = (2.2-8)
0; otherwise
then equivalently from
1; =0

0; otherwise
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and from (2.2-7)

Sa(f) =1 (2.2-10)
Hence,
S({f) = Sp(f) (2.2-11)

which is a commonly used result.

2.3 Power Spectral Density of a Synchronous Data
Stream Generated by a Binary, Zero Mean,
Cyclostationary Sequence

Suppose now that we have a binary sequence {a,} which has the properties

a =0
n
(2.3-1)
aa, = R(n;m-n)
Furthermore,
R(nym-n) = Rm+kN;m-n); k =0,%1,%2, ... (2.3-2)

where N denotes the period of the correlation function R (r; m - n). Then, it can
be shown [2-2] that the analogous result to (2.2-5) is now

s () = Sp(f) S-(f) (2.3-3)
where Sp(f) is still given by (2.2-6) and S (f) is defined by

oo N
;00 = 22 [}V—E R(n-,z)] eI (2.34)
n=1

I=—o

Comparing (2.3-4) with (2.2-7) we notice, not surprisingly, that the only
difference between the two is that the periodicity of the correlation function
caused by the cyclostationary behavior of the sequence {a,} must be “averaged
out” before taking the discrete Fourier transform.
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2.4 Power Spectral Density of a Synchronous Data
Stream Generated by a Binary, Nonzero Mean,
Cyclostationary Sequence

When the generating sequence {g,} is not zero mean, then the spectrum of
the corresponding synchronous data stream will have a discrete component in
addition to the customary continuous component. An example of a situation
where this might occur is at the output of a convolutional encoder whose input
is random but not equiprobable binary data. The procedure for handling this
case is as follows:

Define the zero mean cyclostationary sequence {4,} by

A4,=a,-a, 2.4-1)

which has the properties
4,.=0 (2.4-2)
A, A =R, (n;m- n) (2.4-3)

Then, using the results of the previous section, the continuous component of the
power spectrum S, (f) for a synchronous data stream generated by {a,} is given

by

S.() = 5.(1) S5 (2.4-4)

where again Sp(f) is defined in (2.2-6) and

oo N
S; (0= []-1\7 > RA(n;l)] e~ /21T (2.4-5)

I=—oco n=1

The discrete spectral component S 4(f) is found from

S =F 1(2 > E;E_p(t—nT)p(tWLT—mT'))} (2.4-6)

n
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or, after much manipulation [2-2],

d

(NT)2

% (i

2 N
( z: T e—jZTrmk/N>
m
m=1

N
X (E En‘e]'Zﬂnk/N) 5( —N‘kT> 2.4-7)
n=1

Note that when {a,} is a WSS sequence (i.e., N=1), (2.4-7) reduces to the
familiar resuit

2
§ (f— %) (2.4-8)

2.5 Examples and Applications

As a simple example of a WSS sequence consider a binary, zero mean, Markov
source characterized by

Pria,,, #a,} =p
(2.5-1)
Pria,, = a,} =1- p,
The correlation function for such a source is easily shown to be
R(l) = (1-2p )" (2.5-2)
Substituting (2.5-2) into (2.2-7) gives
S,f) = 1+2 37 (1-2p) cos 2nfiT (2.5-3)

=1
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Using the identity [2-3; p. 84, Eq. (454)]

2
d* cos k8 = _acosb-a” (2.5-4)

1 -2acos 6 +a?

M:

b
"
—

witha=1- 2p, and 6 = 2af7T, immediately gives the desired result

1-(1-2p)? A
S =
1+(1-2p,)*-2(1-2p,)cos 2nfT
> (2.5-5)
_ 4p,(1-p,) (

2(1-2p,) (1 - cos 2nfT) + 4p?
Furthermore, if the data stream generated by this sequence uses rectangular
pulses, i.e.,

lI; O0<t<T

p(t) = (2.5-6)
0; otherwise

then, using (2.2-6) and (2.5-5),

sin?af T v, (- p,)
(nfT)* | 2(1-2p,) (1~ cos 2nfT) + 4p?

(2.5-7)

As a second example, consider the sequence formed by interleaving NV
independent, first-order, Markov sources with respective transition probabilities
Ps,> n=1,2,.... Then, the resulting sequence is cyclostationary with correla-
tion function

I
(1-2p, )N
R(n; 1) = ", 1=0,tN,£2N, ... . (2.5-8)

0; all other integer /

The power spectral density S;(f) of (2.3-4) is computed as (letting I =kN, k=0,
+1,%2,...)
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Z |~
M=

S.(f) = Z (1- 2ptn)lk| e/ 2TfkNT
k

3
li
-

(2.5-9)

oo

N
Do41+2 D0 (1-2p)k cos 2mfkNT

n=1 k=1

I

2|~

Noticing the similarity between (2.5-3) and (2.5-9) (for fixed 1), we can imme-
diately write down the result

4p, (1-p,)
n n

N
> (2.5-10)
n=1 | 2(1- 2p, ) (1~ cos 2nfNT) + 4p>

n n

2|

S.(f) =

As a third example, consider a convolutional encoder with constraint length
K and rate b/n. In the mth information interval, b information symbols a,, i)
j=0,1,2,...,b- 1 enter the encoder and # channel symbols an+p; p =1,
2,...,n exit the encoder. The structure of such a convolutional encoder can
also be defined by a generator (connection) matrix, namely,

_ -
181 &1, Kb
818, " 82.kb

G = ' (2.5-11)
CPST AT &y kb

where &;; is either one or zero depending, respectively, on whether the ith
modulo summer is connected to the jth shift register stage. For mathematical
convenience, we shall assume that both the input symbols {ambﬂ-} and the
output symbols {an+p} take on values plus and minus one. This allows
modulo 2 summation operations to be replaced by algebraic products. Thus, the
encoder has the input/output relation

Kb
g .
an+p = H [a(m+1)b~i] o (2.5-12)
i=1
and the output sequence {X,,,,, +p}is clearly cyclostationary with period n.
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If we now try to apply the results of Sections 2.3 and 2.4 to the encoder
output sequence {X;} then, after considerable manipulation, it can be shown
[2-2] that S, (f) [now appropriately denoted by S,(f)] becomes

_ 1 n n oo
SX(f) == Z €, COV (Xp,Xan)
p=1 q=1 I=0
X cos [2n(nl+q - p) fT) (2.5-13)

where cov (X iX]-) is the covariance function of the sequence {X,} defined by

cov (X, X;) = (X, - )_(i)()(; - )'f].) (2.5-14)
and ¢, is the Neumann factor defined by
€ = (2.5-15)
2:; otherwise

Also, S 4(f) of (2.4-7) becomes

S0 =— ¥

k
= PlL=
(nT)Z e (nT)

o (2mmk) |2 k
+[§;1 Xon S‘“( n )] }5(f_ n_f) (2.5-16)

Here T denotes the encoder output symbol time.

Suppose now we assume the input to the encoder to be a sequence of
independent binary symbols {aj} that take on values £1 with probabilities

Pria; = -1}=1-Prig, = 1} = p* (2.5-17)

and average symbol value

A
E{a].} =1-2px = a (2.5-18)

Il
Q
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Consider first the special case of a random non-return-to-zero (NRZ) encoder
input for which p*x =1/2 and correspondingly, from (2.5-18), @ = 0. Then, if the
rows of the generator matrix G of (2.5-11) are such that the constraints (which
are illustrated in Fig. 2-1)

K-Db+1,(K-Db+2,...,Kb

0q
I

L
[

g . =0, i=1,2...,Ib (2.5-19)

8 = &g v i=12,...,(K-Db

are not satisfied for any combination of p, ¢, and I (other than p = g and [ = 0),
then (2.5-13) simplifies to [2-2]

5.0 =1 (2.5-20)
or
S(f) = T(Sm}T{,T) (2.5:21)

Furthermore, the discrete spectrum Sy(f) of (2.5-16) vanishes. Thus, for all
codes which do not satisfy (2.5-19), a random NRZ data input results in a

qth ROW OF G: Qb (K - Q)b

0.0..00\,1 000000001\

.ooooo1/ & 0000..01
~

pth ROW OF G: (K )b ¢b

Fig. 2-1. An illustration of the code constraints of (2.5-19)
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random NRZ data output scaled (expanded) in frequency by the reciprocal of
the code rate, i.e., n/b. This class of codes was defined in [2-2] as “uncorrelated
convolutional codes.” Note, all rate 1/2, noncatastrophic, convolutional codes
are uncorrelated codes.

On the other hand, if the rows of G are such that (2.5-19) can be satisfied for
at least one combination of p, g, and I (other than p = g and [ = 0), then letting
{p, q, I} denote the set of combinations of p, ¢, [ (other than p = ¢ and I = 0) for
which (2.5-19) can be satisfied, (2.5-13) simplifies to

1+— ZZZG cos [2m (nl+q - p)IT]

{p.q, 1}
(2.522)

Also, the discrete spectrum S4(f) of (2.5-16) still vanishes. Since for such codes
the encoder output spectrum differs (in form) from the input spectrum, this
class of codes was defined in [2-2] as “correlated convolutional codes.”

As an example of a “correlated convolutional code,”” we observe that any
code whose generator matrix is such that two or more rows are identical satisfies
(2.5-19) with I=0. Short constraint length (up to and including K = 14) non-
catastrophic codes with maximal free distance for rates 1/2, 1/3, and 1/4 were
investigated and tabulated in [2-4]. Indeed, for rate 1/3 (n = 3), the tabulation
includes only one correlated convolutional code which occurs for K =3 (b= 1)
and has the generator matrix

1 0 1
G=11 1 1 (2.523)
11 1

This code was first found by Odenwalder [2-5]. Since rows two and three of
G are identical, we must evaluate (2.5-22) for the two combinations p = 2,
q=3,1=0,and p=3, q=3,1=0. Doing so yields the simple result

SX(f) =] +—§-cos 2afT (2.5-24)

Multiplying S, (f) of (2.5-24) by S (f) of (2.2-6) gives the encoder output
spectrum S (f) which is plotted in F1g 2-2.

For rate 1/4 (n = 4), the tabulation in [2-4] reveals three correlated convolu-
tional codes corresponding to constraint lengths K =3, 4, and 7. For the K =3
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CODE GENERATOR MATRIX

T 0 1
1 1 1
1 1 1
2.0 1 1 1 ! I | !
1.8 |- —~
1.6 — —
1.4 — —
1.2 -
-
=
* 1.0~ o -
- o’
0’ > 9
3

T

Fig. 2-2. Spectrum for best rate 1/3, constraint length 3, convolutional code. Dotted
curve is spectrum of NRZ

code, for example, the free distance is ten (this is the maximum achievable),
and the generator matrix is given by

1 0 1
1 1 1
G = (2.5-25)
111
111

which is identical to (2.5-23) except for the addition of another identical row.
Thus, following the same procedure as above, we find that
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SN =1 +% [2 cos 2afT + cos 4nfT] (2.5-26)

which, together with (2.2-6), gives the output encoder spectrum illustrated in
Fig. 2-3 for a rate 1/4, constraint length 3 convolutional code and in Fig. 2-4 for
a rate 1/3 code.

A second special case of a random NRZ encoder input is one for which
p*#+ 1/2 and hence @ = 0. Consider first the simple case of the optimum rate
1/2, constraint length 3 code whose generator matrix is given by

CODE GENERATOR MATRIX

[o]

= a -

1
1 1
101
11

3.0 | I | | | l I

2.0 —

(/T

1.5 — —

S
c

0.5 —

Fig. 2-3. Spectrum for best rate 1/4, constraint length 3, convolutional code. Dotted
curve is spectrum of NRZ
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CODE GENERATOR MATRIX

11
1.0 1
111
2.0 T I T T T I T
1.8 |- -
1.6 - ' -
1.4 —
1.2 - -
N
< 1.0 |- -
v()
2]
0.8 |- -
0.6 |- -
0.4 p— —
0.2 [~ k -
ol 1o~ 1 AN
-4 -3 -2 -1 0 1 2 3 4
T
Fig. 2-4. Spectrum for best rate 1/3, constraint length 3, convolutional code
1 0 1
G = (2.5-27)
1 1 1

For this code (2.5-13) gives the closed form result [2-2]:
S = 1- %(54 - @)+ @ +a - 225) cos 2nfT
+ (@ - @%) cos 4nfT + 2 (@° - @°) cos 6nfT
+(@* - @°) cos 8nfT + (@ - @°) cos 10mfT (2.5-28)
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Since this code is an uncorrelated convolutional code, (2.5-28) should reduce to
Sx(f) =1 fora =0, which indeed it does.

Figures 2-5 and 2-6 are illustrations of the continuous component of the
encoder output spectrum S(f) [obtained by multiplying S, (f) of 2.5-28) by
S,(f) which is identical to S,.(f) of (2.5-21)] for various values of p* = (1 - a)/2.
We observe that the spectrum becomes more and more concentrated as p*
decreases. The continuous component of the input spectrum, on the other hand,
remains unaltered in shape as p* is varied. In particular, for a unit power
unbalanced NRZ input, the power spectral density is given by

sinﬂfTb\ 2
S(f) = (1- 20%)28() + 4p* (1~ p#) T, ( 7 ) (2.5-29)
b

where T, is the input bit time.

CODE GENERATOR MATRItX

1 0 1
11 1
3.0 I I | | 1 1 |
2.4 |- -
1.8 | -
-
=
VQ
2]
12 _
0.6 |- -
[o] | | J | | | e ] ]
4 3 2 A 0 1 2 3 a

Fig. 2-5. Spectrum for best rate 1/2, constraint length 3, convolutional code; p* = 0.1
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Fig. 2-6. Spectrum for best rate 1/2, constraint length 3, convolutional code; p* = 0.3

The discrete component of the output spectrum Sy(f) is easily found to be
[2-2]

S,(f) = @ - P i: (;1,;)2 (- %) (2.5-30)

k=1,35...

As a second example, consider the optimum rate 1/2, constant length 7 code
whose generator matrix is given by [2-4] :

G = (2.5-31)

Because of the balance in the number of ones in both rows of the matrix, the
encoder output will only contain a discrete spectrum at f=0, ie., S;(f)=
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(@)'958(f). The continuous component of the output spectrum can once again be
obtained from the product of Sy(f) and S,(f) where Sy(f) is now given by [2-2]

S,(f) = 1-a0+@ +a° -2a'°) cos 2nfT
+(a@* +a® - 22'°) cos 4nfT + 2 (@* - @'°) cos 6nfT
+2 (@ - @'°) [cos 8nfT + cos 14nfT]
+(@* +2® - 2a') cos 10mfT + (@* + 7® - 22'°) cos 12afT
+2 @ - @°) [cos 16nfT + cos 201rfT+%cos 22nfT
+ cos 241rfT+-12-cos 26mfT] + (@® +a® - 2a'°) cos 18nfT (2.5-32)

Figures 2-7 and 2-8 are illustrations of the corresponding continuous spectrum
S.(f) for several values of px =(1 - a)/2. As before, we observe that the output
encoder spectrum narrows as p* is decreased.

2.6 Power Spectral Density of a Synchronous Data
Stream Generated by an N-ary Markov Source

Consider a random N-ary source which every T seconds emits an elementary
signal from the set {s(¢);i=1, 2,..., N} with probability p,. If the source is
Markov, then the sequence of waveforms so generated is characterized by the set
of probabilities {p;; i=1, 2,...,N} (often called the stationary probabilities)
and the set of transition probabilities {p; ;4 k=1,2,..., N}. Transition prob-
ability p;; is the probability that signal s, () is transmitted in any given transmis-
sion interval after the occurrence of the signal s{?) in the previous transmission
interval. These transition probabilities are conveniently arranged in a transition
matrix P defined by

Py P Pin
Py Py Pon
A
P = (2.6-1)
Py, Prna Pny
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CODE GENERATOR MATRIX

1
11 1t 1 0 0 1

3.0 | | 1 I | I |
24 T
1.8 .
[
~
)
o
2]
1.2 [~ ]
0.6 — —
4 -3 2 1 0 1 2 3 4

Fig. 2-7. Spectrum for best rate 1/2, constraint length 7, convolutional code; p*=0.1

From this statistical description of the source, the power spectral density of a
data sequence generated by this source is given by [2-6, 2-7]

oo

N 2
-t [ Sl o)

n=—co i=1

1 N
+o 2 pIS(NE

2 A .
t=Re 30 30 0,8 (F)S (1) pu(e?™T)

i=1 k=1 (2.6-2)
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Fig. 2-8. Spectrum for best rate 1/2, constraint iength 7, convolutional code; p* = 0.3

where
A (T .
S = f s, (1)e7*™" dr; S(f)
0
(2.6-3)
A (T .
=f si()e ™" dr
0
and
BN s A N
Pu@ = 2 pRZsi0) = 5,0 - 3 p,s, (0 (2.64)
n=1 k=1
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In (2.6-2), the asterisk denotes complex conjugate. The quantity p,(,;‘) is defined
as the probability that the elementary signal s, () is transmitted » signaling
intervals after the occurrence of s(¢). Hence, from the properties of Markov
sequences, pl% is the 7kth element of the matrix P”. Also by definition,

p(‘) = Dy

Notice that the first term [i.e., the line (spike) spectrum] of (2.6-2) vanishes
when

N
> S, (T—") =0 (2.6-5)

i=1

which implies that a necessary and sufficient condition for the absence of a line
spectrum is that

N

}: p;s(H) =0 (2.6-6)

Many special classes of signals exist for which the general power spectral
density result of (2.6-2) can be simplified. One important class is that generated
by a purely random source, i.e., one that emits an elementary signal in a given
signaling interval independent of those emitted in previous signaling intervals.
Such a source can be modeled as a degenerate case of a Markov source (i-e., P!
does not exist) whose transition matrix is given by

P, P, . Py
Py b, T by

P = : - : (2.6-7)
P, v, ... Py

and has the property that P” = P for all n > 1. In this case, the power spectral
density of (2.6-2) simplifies to
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oo

N
_ 1 n\|? n
mm-FZ p,.S,.(F) 5<f-T—)
=1

n=—o0 | |

|}

1
+F pl(l_p,)lsl(f)lz

-

1l
—

i

i
™M=
M=

At =
Lo T

pb.p, Re [Si(f)S;(f)] (2.6-8)

1l
—_

1
i
i

which is the generalization of (2.2-5) and (2.4-8) for an N-ary source.
As an example of the application of (2.6-2), consider the Miller coding

scheme [2-8] which can be modeled as a 4-ary Markov source whose stationary
probabilities are all equal to 1/4 and those transition matrix is given by

0 % 0 %
0 0 % %

p= o (2.6:9)
¥ o% 0 0
B0 %0

Another property of the Miller code is that it satisfies the recursion relation
P = - %P’S 1>0 (2.6-10)
where S is the signal correlation matrix whose ikth element is defined by

A T )
Sk =T s(Os, (Ddt i,k =1,2,34 (2.6-11)
0

For the Miller code, the four elementary signals are defined by

$,(0) = -5,(2)

A for0<¢<T

A for0<t<T)2 (2.6-12)

1]

55(8) = =5,(0)
-4 forT2<t<T
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Substituting (2.6-12) into (2.6-11) and arranging the results in the form of a
matrix, we get

(e}
—
|
—
o

S = (2.6-13)

[
1
—
—
o

-1 0 0 1

Finally, using (2.6-9), (2.6-10) and (2.6-13) in the general power spectral
density result of (2.6-2) yields the result for the Miller code:

S0 . ! (23- 2 cos @~ 22 cos 20
E  262(17 + 8 cos 86)
- 12 cos 30 + 5 cos 46
+ 12 cos 56 + 2 cos 66

- 8 cos 70 + 2 cos 80) (2.6-14)

A
where 8 = nfT.

An example of the application of (2.6-7) is NRZ signaling where N =2 and
the elementary signal is a rectangular pulse of width T and amplitude 4. Thus,
using (2.6-3), we get

5,() = -5,() = ATexp(—me)s‘“(”m (2.6-15)

Finally, substituting (2.6-15) into (2.6-8) and letting £/ = A>T, gives

S¢)
E

~3|

L (1= 29)28(7) + 4p(1 - ) [————Sinz(“f T)]
(/T

where p = 1/2, the dc spike at the origin disappears and

S(f) _ sin®(afT)
= S T (2.6-16)
(nfT)
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Another common example is bi-phase or Manchester code. Here NV =2 and

s,(t) = A4  for0O<¢<T/2
5,(2) = -4 forT2<t<T

5,(1) = =5,(1)

Substituting the Fourier transform of (2.6-17) into (2.6-8) gives

n=—co

n#*0

+ap(1- p) |:sin4(7rfT/2)]
(nfT/2)*

For p = 1/2, the line spectrum disappears and

S(f) - sin4(7rfT/2)
E @rry?

(2.6-17)

(2.618)

(2.6-19)

The power spectral densities of the NRZ, bi-phase, and delay modulation
signaling schemes as given by (2.6-16), (2.6-19), and (2.6-14), respectively, are

plotted in Fig. 2-9.
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Fig. 2-9. Two-sided spectral densities of NRZ, bi-phase, and delay modulation
waveforms
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Chapter 3
Receiver Design and Performance
Characteristics

Marvin K. Simon and Joseph H. Yuen

3.1 Introduction

This chapter presents an introductory discussion of the receivers used in deep
space communications. The basic structures, principles of operations, and char-
acteristics of these receivers are examined to provide an understanding of the
important parameters in the design and performance evaluation.

There are two basic types of deep space communications receivers: the
phase-locked loop (PLL) receiver and the Costas loop receiver—and variations of
these. Phase-locked loop receivers are used in residual carrier systems—the
traditional deep space communications systems. Costas loop receivers are used in
suppressed carrier systems, which have been increasingly employed in recent
years, in, for example, the Tracking and Data Relay Satellite System (TDRSS),
the Space Shuttle, the Multimegabit Telemetry Demodulator/Detector (MTDD)
System in the DSN, the Navigation Satellite Timing and Ranging Global Posi-
tioning System (NAVSTAR GPS), and the proposed Venus Orbiting Imaging
Radar (VOIR) for the mapping of Venus’s surface.
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Phase-locked loop receivers are essential to deep space communications. They
make the demodulation of phase-modulated carriers possible. They are integral
to doppler tracking systems. Indeed, every spacecraft transponder has a PLL
receiver, and the heart of a NASA Deep Space Station (DSS) closed-loop receiver
is a PLL. The spacecraft PLL receiver demodulates command and ranging and
provides a reference for generating a downlink carrier which is phase coherent
with the uplink carrier (but shifted in frequency). On the ground, the DSS PLL
receiver generates a reference signal which is phase coherent with the downlink
carrier. This reference is used to demodulate telemetry and ranging and to obtain
doppler data.

The Deep Space Network was developed at a time when weak signals and low
data rates dominated. As a result, residual carrier phase modulation schemes
with phase-locked loops tracking the residual carrier component were employed.
However, over the years, technological advances in antennas, transmitters, and
signal processing have caused a marked increase in the available signal power and
hence the achievable data rates. In fact, essentially all of the current or near
future deep space missions are already operating at or near the upper limit of the
current DSN data rate capability. This leads to the choice of suppressed carrier
systems employing Costas loop receivers. However, besides telemetry data rate
considerations, for other uses of the deep space communication system, e.g., for
ranging and radio science (see chapter 4), the residual carrier system may still be
preferred.

3.2 Phase-Locked Loop Receivers

Phase-locked loop receivers designed for spacecraft and the DSN are invari-
ably of the multiple-conversion heterodyne type. Three such examples are
shown in Figs. 3-1 through 3-3. Figure 3-1 is the PLL receiver used on both
Voyager and Galileo, but it is in many respects typical of spacecraft PLL
receivers. Figures 3-2 and 3-3 are the Block III and Block IV DSS receivers,
respectively. The noise temperature of a receiver is predominantly determined
by the design of the first receiver stage because of its very high gain. For the DSS
receivers, the first stage is the maser amplifier at the antenna. For spacecraft
receivers, it is usually the first mixer. The heterodyne design is employed to
translate the RF signal down to a frequency for which stable phase detectors can
be built. Automatic gain control (AGC) is required to provide a signal whose
amplitude is within the dynamic range of the intermediate frequency (IF)
amplifier stages. The bandpass limiter (BPL) minimizes the total mean-square
error of the loop over a wide range of input signal-to-noise ratios. This configura-
tion has been shown in [3-1] to provide near-optimum PLL performance.

This section presents an introductory description of the design and perfor-

mance of PLL receivers used in deep space communications. For a more com-
plete treatment of PLLs, the reader is referred to [3-2] through [3-8].
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3.2.1 Phase-Locked Loop Operation

A phase-locked loop consists of three essential elements, a phase detector
or multiplier, a loop filter, and a voltage controlled oscillator (VCO), as shown
in Fig. 3-4. The input signal y(¢) is assumed to be the sum of a sinusoidal
signal s(¢) and a channel additive noise n,(¢),

W(t) = s(t)+ nft) = V2P sin [wyt + ()] + n () (3.2-1)

where w, is the signal frequency in radians, P is the input signal power, 6(¢)
is the input signal phase, and

n(t) = V2 [n(2) cos wyt - n(2) sin wy?] (3.2-2)

is a narrowband process. Both n,(z) and ny(#) are assumed to be statistically
independent, stationary, white Gaussian noise processes of single-sided spectral
density ~V, W/Hz.

The reference signal at the VCO output is

r(t) = V2K, cos [wyt + B(1)] (3.2-3)

where K| is the rms output of the VCO, and g(t) is the phase estimate of 6(¢)
generated by the VCO. The signal y(¢) is multiplied by r(¢) to generate an
error signal

e(t) = K, y(@)r(0) (3.2-4)

where K, is the multiplier gain. This error signal e(¢) is filtered by the loop
filter to remove the high-frequency terms which are larger than and equal to
2 wy, to produce the VCO control signal

2(r) = F(p)e@) (3.2-5)

where p =d/dt is the Heaviside operator. This filtered error signal z(¢) drives
the VCO frequency and phase to match the input signal frequency and phase
such that

t
6(t) = KVJ‘ z(§) dk (3.2-6)
where K, is the VCO gain in radians/sec/V.
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n.(t)
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s(t) + y(t) €(t) LOOP
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z(t)
r(t)
vco -
Fig. 3-4. A phase-locked loop model
Let the phase error be defined as

o(t) = 6(1) - 8(r) (3.27)

Then, using (3.2-1) through (3.2-6), we obtain the characteristic equation
which describes the dynamic behavior of the PLL,

e(t) = 6(2) - _K_Fp_(p_) [P sin ¢(2) + n(t)] (3.2-8)

where

K = KK, K, (3.29)

and the noise process n(t) depends on n(t), 0(¢) and (7). For deep space
communication, it may be shown—[3-2] and [3-3] —that n(t) is approximated
by a low-pass white Gaussian noise process with the same spectral density as
that of the original additive noise n;(7).

3.2.2 Noise-Free Phase-Locked Loop Characteristics

This section presents some of the important PLL characteristics in the
absence of channel noise.

3.2.2.1 Closed-loop transfer function. The closed-loop transfer function H(s)
is defined by

H( =2 (3.2-10)
where ﬁ(s) and 6(s) are the Laplace transforms of §(t) and 6(t), respectively.
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When the phase error ¢(¢) is small at all times,

sin (7)) = (1) (3.2-11)

is a good linear approximation. This would be the case with a strong signal-
to-noise power ratio. From (3.2-8), in the absence of noise, we have

_ 6 _ VPKF()
) = 6(s) s+~PKF(s)

(3.2-12)

The DSN and spacecraft receivers typically use passive second-order loop
filters! of the form

1+7,s
F(s) = T+7s (3.2-13)
Substituting (3.2-13) into (3.2-12), we obtain
1+ T,$
H(S) = (3.2'14)

T1 N

1
1+ [r, + —=——)s+ —=—5
(72 \/FK) JPK

In deep space telecommunications, the time constants are usually chosen
with 7, >> 7,, so that F(s) approaches the perfect integrator,

+
1 7,8

TIS

F(s) =

(3.2-15)

for 7,8 >> 1.
3.2.2.2 Loop bandwidth. The two-sided loop bandwidth W, is defined to be

_ 1 = 2
L = 5 \H(s)|2 ds (3.2-16)

_]'ao

in Hz. The single-sided loop bandwidth is

(3.2-17)

IThe order of a PLL is k + 1 when k is the number of poles in the loop transfer function
F(s).
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This loop bandwidth B, (in Hz) so defined is the bandwidth of an ideal
low-pass filter whose output variance is NV, B, when the input is a white noise
process of single-sided spectral density N, W/Hz. For the closed-loop transfer
function in (3.2-14), the loop bandwidth is

VPK Tg
1+——2
LY
W, = (3.2-18)

g 2 py—L
T.
2( \/pKTz)

If we define the loop damping parameter r by

\/ﬁKT%

"

r (3.2-19)

and assume r 7, >> 7,, then from (3.2-18) we obtain the approximation

(3.2-20)

3.2.2.3 Steady-state phase error. In deep space telecommunications, the input
phase typically consists of modulation and of doppler due to the radial motion
of the spacecraft relative to the tracking station of the DSN;i.e.,

0(r) = m(t) + d(r) (3.2-21)

where m(t) is the modulation and d(¢) is the doppler. This doppler signal can
be expanded in a Taylor series so that

x, t*

AO k
d@t) = ¢0+Qot+—2—t2+---+——k!—-+-~- (3.2-22)

where the first three terms are the most important for typical spacecraft
trajectories, with the following physical interpretations:

¢, = initial phase offset of the incoming signal from the free-running

VCO phase

2, = frequency offset of the incoming signal from the free-running VCO
frequency

A, = rate of change of the incoming signal frequency
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If d(r) has n terms in the Taylor series, then a steady-state phase error
o = ltﬂ o(1)

occurs if

n=k+1

where k is the number of poles in the filter F(s).

This steady-state phase error vanishes if n<k+ 1. If n>k+ 1, the phase
error ¢(t) will become unbounded and the loop will eventually lose lock.

For the second-order loop with the filter of (3.2-13), and if d(¢) has only
the first two terms in (3.2-22), i.e.,

d(t) = ¢, + Q¢ (3.2-23)

then the PLL tracks this Doppler with a steady-state phase error
_
VPK

O = sin™?

providing that the loop is initially in lock (i.e., ¢(¢) =0) and no noise is
present in the loop. The steady-state phase error is commonly referred to as
static phase error.

3.2.2.4 Loop pull-in range. Given that the loop is out of lock, the PLL will be
able to acquire lock in a finite period of time if d(¢) is given in (3.2-23) and £,
is less than a certain magnitude called the loop pull-in range 7,,. That is, the loop
will lock if

rWL

1= e < r+ ]
m VPK 095rW

(3.2:24)

When a small rate £, is present, the phase error will eventually reach a
maximum value for which the loop will drop lock. The frequency offset corre-
sponding to this condition is called the hold-in range of the loop, ¥,,,, where
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rWL

r+l (3.2:25)

Q

ly 1= l——|<
mh 0.85rW
PK
VP ——r+1L+0.16\/17K

The formulas in (3.2-24) and (3.2-25) were experimentally verified, empirically
determined [3-9], and appear to be valid for 0 <~/r/r/P Kr, <2.

If the initial frequency offset §2, is within the loop pull-in range, the time
required to achieve frequency lock is given by [3-10]

tfreq acq m 7 ; WL- (3.2-26)

2

B 21, (r+ 1> £,

where W, is the PLL loop bandwidth given in (3.2-18), r is the loop damping

parameter given in (3.2-19), and the signal-to-noise power ratio (SNR) in the

loop is greater than 10 dB. For SNR less than 10 dB, the equation consistently
gives too small a value for the time to achieve lock.

3.2.2.5 Maximum sweep rate. Also of interest is the maximum Doppler rate
for which the loop can acquire phase lock. This is termed the maximum sweep
rate and is of interest because the DSN will sweep the uplink transmitter fre-
quency over some range in order to acquire initial phase lock in the spacecraft
receiver. The maximum sweep rate must be determined experimentally, but a
good approximation may be found from [3-11]

- -1/2 %
. (1-p77) <O‘—lo)
frog = - (3.2-27)

777'2

where
@, = limiter signal amplitude suppression factor, discussed below
a,, = limiter signal amplitude suppression factor, at loop threshold
p = signal-to-noise power ratio in the loop bandwidth
f:ml = the sweep rate that provides 90% probability of acquisition

According to Gardner [3-8], jch as predicted by (3.2-11) should be reduced

by /2 to compensate for an error in the value of loop gain used in [3-11].
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3.2.3 Phase-Locked Loop Characteristics in the
Presence of Noise

Thermal noise is generated in the receiver, usually in the first front-end
amplifier stage. This white Gaussian noise, which is added to the received
signal as described in section 3.2.1, prevents the PLL receiver from making a
perfect phase reference estimate even in the absence of Doppler.

The behavior of PLL in the presence of noise is important to the telecom-
munications system engineer because he must design the tracking, telemetry,
and command systems to operate in the presence of noise to meet prescribed
data quality and quantity.

3.2.3.1 Phase error variance. Under the linear approximation of (3.2-11), the
variance of the phase error due to additive channel noise n;(¢) is given by [3-3]

(3.2-28)

where W, is the two-sided loop bandwidth defined in (3.2-16), and N, is again
the single-sided noise spectral density of nyz).

3.2.3.2 Phase error probability density function. Based on the Fokker-Planck
method, the probability density function (pdf) of the nonstationary phase error
is developed [3-3], which in the steady-state gives an unbounded variance due to
the cycle clipping phenomenon associated with PLLs. The Fokker-Planck
method was first successfully applied in [3-12], [3-13], and [3-14] to derive the
pdf of the phase error of the first-order loop by recognizing that the phase error
reduced modulo 2n is stationary and possesses a bounded variance. A first
attempt to extend the Fokker-Planck method to a second-order PLL is given in
[3-15], which suggests the possibility of approximating the second-order loop
phase error pdf by the more trackable results obtained from analysis of the
first-order loop.

The actual phase error process ¢(¢) in a PLL undergoes diffusion much like
a particle in Brownian motion; hence, the variance of the phase error becomes
infinite in the steady-state. Previous work [3-12 through 3-14] in determining
the pdf of the phase error in the steady-state of a first-order loop was accom-
plished by reducing the phase error modulo 27 to a process ¢(¢). For finding
telemetry error probabilities, for example, this reduction gives sufficient infor-
mation; whereas for estimating tracking accuracy, the statistical dynamics of
the ¢(¢) process itself must be studied.
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To completely describe the ¢(t) process, one must account for the compo-
nent of its variance that results from diffusion—that is, cycle slipping. The
steady-state effect of cycle slipping must be combined with the variance of the
phase error reduced modulo 27 to reflect the overall performance of the PLL.

3.2.3.2.1 The second-order loop case. The DSN and spacecraft receivers typi-
cally use second-order PLLs. For a second-order PLL with loop filter of (3.2-13),
the steady-state pdf of the modulo 27 reduced phase error ¢(¢) is given to a
good approximation by [3-3],

[ikid
p(¢) = exp (B¢ * a cos 9) f exp (- Bx - a cos x) dx
4n exp (<mB)|1,()1* Jy

(3.229)

where [ (x) is the modified Bessel function of order v and argument x. The
domain of definition for ¢ in (3.2-29) is any interval of width centered about
any lock point 2nm, with n an arbitrary integer. The parameters @ and § in
(3.2-29) are related to the various system parameters by

and

r+1\* o To\— _
ﬁz( ; ) W[ﬂo‘\/’?K <l*f)sm¢:]+asm¢ (3.2-30)

where

p = (3.2:31)

is the signal-power-to-noise-spectral-density ratio in the loop bandwidth, and

G = sin¢- sin ¢ (3.2-32)

where 0(2; is the variance of G, W, is defined in (3.2-16), r is given by (3.2-19),
£, is the frequency offset of the incoming signal from the free-running VCO
frequency, 7, and 7, are parameters of the loop filter F'(s) of (3.2-13), P is the
signal power, and K is given by (3.2-9).
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The phase error variance can be obtained by using (3.2-29) in the following

equation:
T g 2
0 = f $*p(9)do - ( f ¢p(¢)d¢) (3.2:33)

3.2.3.2.2 The first-order loop case. In this case, the analysis is much simplified.
For a first-order PLL with loop filter

F(s) = 1 (3.2-34)

the pdf of ¢(r) was shown by [3-2] and [3-3] to be

p(9) = ing}:(oTs)@ (3.2-35)

where (p) is the zeroth order imaginary Bessel function of argument p.

The phase variance of ¢ can be obtained by substituting (3.2-35) into (3.2-33).

3.2.3.2.3 Comparison of results. Analytical results for the variance of the
phase error ¢(¢) have been obtained by (1) the linear model, given in (3.2-28)
where 03 = o;, (2) the second-order loop pdf, given in (3.2-29) with (3.2-33),
and (3) the irst-order loop pdf, given in (3.2-35) with (3.2-33). These are plotted
in Fig. 3-5 and compared with experimental results obtained in [3-15]. We
observe that both the first-order loop model and the second-order loop model
compare well with experimental results. Hence for phase error variance compu-
tation, the simpler first-order loop model can be used.

3.2.3.3 Cycle slipping. A PLL slips a cycle when the magnitude of its phase
error () exceeds 27 radians. The occurrence of a cycle slip is a random
event caused by the noise in the PLL. Cycle slip introduces errors in Doppler
tracking. The two parameters characterizing cycle slip are the mean time to
first cycle slip 7 and the average number of cycle slips per second S.

The mean time to first cycle slip is defined as the average time the phase
error ¢(t) takes to go from 0 to *2n radians, assuming the PLL is initially in
phase lock; i.e., ¢(¢) = 0. Here 7 can be computed by, [3-3],

r+1

27
r= %(T)z%f f " e u] exp [U00) - U@)] dd
L -2 -2
2 (3.2-36)
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Fig. 3-5. A comparison of phase error variances based on various loop models

where
2m
f exp [Ux)] dx
c==2
2w
f exp [U(x)] dx
-2m
and
[ Q
- _[r+l P2 0
Ux) = ( . )pcosx % p\/ﬁKx

(3.237)

(3.2-38)

In (3.2-36) and (3.2-37), u(x) is the unit step function, r is given in (3.2-19), p

is given in (3.2-31), and the loop bandwidth W, is defined in (3.2-15).

Another way to examine cycle slipping is to assume that the phase error
@(t) runs continuously and to compute the average number of cycle slips,
both plus and minus, per second. A reasonable engineering approximation is:

§=1
T
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The parameter S may be used to compute the probability of loss of lock.
Assume that the event {k slips in ¢ sec} is Poisson; i.e.,

= (S 1)* exp (=S 1)

Pr{k cycle slips in # sec Z

(3.2-40)

This assumption is supported by experimental evidence [3-15 and 3-16].

Then the probability of losing phase lock in ¢ seconds is
Pr {loss of phase lock in ¢ sec}

=Pr {one or more cycle slips in ¢ sec}

= 1-exp(-S1) (3.241)

Figure 3-6 shows a plot of § according to (3.2-39) and a simulation result of
S as a function of SNR in the threshold loop bandwidth 2 B,  (see section
3.2.4.2) for a typical second-order loop in deep space applications. Reference
[3-17] gives cycle-slip simulation results for two PLLS in cascade. This is a
model for the two-way system described in section 5.3.2.

For the case where £, # 0, the average number of cycles slipped per
second to the right, NV,, and to the left, N_, is of interest. It has been shown
[3-3] that

Jexp (V)
= L 2P A0 3.2-42
N, 2 sinh 7y ( )
N = Jexe () (3.243)
- 2 sinh v
where
2,
= . .2-44
Y P \/ﬁ % €] )

and J is the net average number of cycle slips per second,

J=N,-N. (3.245)
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The average number of cycle slips is then

= o J
§ =N AN = (3.2-46)

3.2.4 Phase-Locked Loop Preceded by
Bandpass Limiter

The mechanization of a BPL is illustrated in Fig. 3-7; the limiter incorpo-
rated in the PLL system is shown in Fig. 3-8. BPLs are used in PLL receivers to
maintain a constant total power at the input to the loop. This minimizes the
total mean square error of the loop over a wide range of input signal-to-noise
ratios. BPLs are used also to protect various loop components, the multiplier in
particular, where signal and noise levels can vary over several orders of magni-
tude and exceed the dynamic range of these components. In this section, results
needed to explain the behavior of a PLL when preceded by a BPL are sum-
marized. The detailed theory and operation of the BPL are covered more com-
pletely in [3-3] and [3-18] through [3-20].

65




"W
sgn [x(t)] BANDPASS 20
— i Sm—
x(t) 0 (ZONAL) FILTER
-1
IDEAL LIMITER
Fig. 3-7. A bandpass limiter model
(t)
REINPUT| e g rer | x(0 | BanDPass | 1 F(p)
—] (W, Hz) LIMITER P
r(t)
vCO -

Fig. 3-8. A phase-locked loop preceded by a bandpass filter

3.2.4.1 Bandpass limiting effects on phase-locked loop. Assuming the output
of the IF filter in Fig. 3-8 is given by (3.2-1), where the noise spectrum is flat
over a bandwidth W,/2 centered about the carrier frequency, then the first
zone limiter output z,(¢) can be expressed in the form,

z,(t) = o, V2P, sin[wyr+ 0(1)]

+/2{N N, () cos [wyt + 6(t)] - N, (2) sin [o.> t+0(1)]}
(3.247)
where P, = 8/n? represents the fraction of signal plus noise power that falls in

the first zone, and the parameter «, is referred to as the signal amplitude
suppression factor, and is given by [3-18],

a, = nTpiexp (—%) I}O (%)+[1 (—2—')] (3.248)

where p; =2 P/[NyW,, is the signal-to-noise ratio input to the limiter. Figure
3-9 illustrates the behavior of @, as a function of p;. A rational function
approximation to «,, which is simpler to use in system design, is suggested in
[3'5] )
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0.785 p, + 0.4768 p?
a, = (3.2-49)
1+ 1.024 p, + 0.4768 p?

The noise processes NV ,(#) and Ny(f) are zero mean and uncorrelated, but
most important they are not, in general, Gaussian nor do they possess equal
noise bandwidths or spectra [3-19].

The output of the phase detector is
e(t) = a VP, sin @(1) + N () cos A1) = Ng(2) sin ¢ (?) (3.2-50)

where double-frequency terms have been neglected. For steady-state operation
in the linear region (small ), we define an equivalent signal-to-noise ratio at
the output of the phase detector by

2P 2P
- e 171
Po N, W

e e

(3.2:51)

NS

where P, N, and W, are respectively the equivalent power, noise spectral
density, and bandwidth at the phase detector output, and o2 denotes the

: A
variance of N (¢).

The parameter p, can be related to the input signal-to-noise ratio p; by,
[3-19]
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(3.2-52)

which is only a function of p;.

We now define a factor I called the limiter performance factor by the ratio
of the input signal-to-noise spectral density to that at the output:

r Ny _ oM, (3.2-53)
Pe/NOe po we '

Thus the reciprocal of I' is the product of the input/output signal-to-noise
ratio as given by (3.2-52) and the ratio of the equivalent noise bandwidth at
the phase detector output to the IF bandwidth. For any value of p;, it is clear
that We/Wl.> 1/2, since passing noise of known bandwidth through a zero-
memory nonlinear device can only increase the equivalent noise bandwidth.
The factor of 1/2 is due to the bandpass to low-pass bandwidth transforma-
tion. Hence, an upper bound on I' is simply given by 2 times the reciprocal of
(py/P,). An exact analytical expression for I' (or equivalently W,/W;) is quite
difficult to develop. For our case of a rectangular noise spectrum, a good
approximation to I' is given by a rational function, which is simpler to use in
system design, suggested in [3-5] (later corrected in [3-20]) and is given by

1+pi

R TS Er. (3.2-54)

The function 1/T" is plotted vs p; in Fig. 3-10 along with its lower bound
Po/20;.

The variance of the phase error is an important parameter in specifying the
loop response to a sine wave plus noise. Letting W, also denote the loop
bandwidth in the presence of the BPL (to be defined shortly), the phase error
variance in the linear region is given by

1 r MW
( 5| T (3259
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Fig. 3-10. Limiter performance factor as a function of input SNR

Since the effective signal power at the input to the PLL is now afPl, the
transfer function for a PLL preceded by a BPL is (from (3.2-14))

1+7'2s

H(s) = 7

1 1
1+ )7, + s+ s
[2 wﬁx} a\ VP, K

2

and the corresponding W, becomes

1+r
W, = ——— (3.2-56)

L T
272 (1 + —2—)
Ty

where

2
a, \/l_’lKT2

"

r =

(3.2:57)

Notice that W, is now a function of the limiter suppression factor a;, and
hence the validity of the assumption 7 7, /1'2 >> 1 depends on the value of the
input signal-to-noise ratio Py

All PLL receivers used for deep space communications either on the space-
craft or on the ground are of the multiple-conversion heterodyne type preceded
by a bandpass limiter, as shown in Figs. 3-1 through 3-3.
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For multiple-conversion heterodyne PLL receivers,

2
r= oK K, ,MK,.360 7'2/1'1

where

a, = limiter suppression factor

K, = phase detector gain, V/deg

K, o = VCO gain, Hz/V

M = VCO multiplication factor

K, = gain of the loop filter.

3.2.4.2 Receiver threshold and design point. In practice, the nonlinear
behavior of a PLL is of considerable interest in carrying out a particular
design. It is useful in the design, specification, and performance analysis of
PLL receivers to define a receiver threshold. By convention, the threshold
condition occurs when the variance of the loop phase error is unity and the
variance is obtained from a linearized PLL model. In actual fact, the variance of
a linearized loop is different from that of an actual nonlinear loop when its
variance is one. The fiction that the loop is linear in the definition of thresh-
old is used to define the threshold condition

P =N W (3.2-58)

where the zero subscripts denote values at threshold.

Another definition used to specified PLL parameters at a design point has
arbitrarily been taken to be the condition where

2P0 = No WLO (3.2-59)
with
1+ To

Lo T,
2r, |1+ —)
o™

(3.2-60)




Again, the zero subscript on P, W, o, and r refers to their respective values
at the design point. Let P represent a signal power at which the linear PLL
theory does not apply; hence, a suitable nonlinear model must be proposed
from which one may predict system performance in the actual region of
operation. When the loop bandwidth W, is designed to be small relative to
the equivalent noise bandwidth at the phase detector output W, it has been
shown [3-6] that the effective signal-to-noise ratio in the loop bandwidth is
given by

2P \ 1 1
o= l=—)==— (3.2-61)
NOWL)I‘ 05

Keep in mind that both W; and I are dependent on the input signal-to-noise
ratio.

As we have already observed, the pdf of the phase error for a second-order
PLL with zero detuning (2, = 0) is characterized by the parameter o defined
by (3.2-31) in terms of loop signal-to-noise ratio p and loop damping param-
eter r. It is sufficient, then, in applying this result and those derived from it
to the case of a PLL preceded by a BPL, to use (3.2-61), together with
(3.2-54) and (3.2-56) for p and (3.2-57) for r. We now consider the design of
a PLL in terms of specifying system parameters at the design point.

If once again it is assumed that r; 7, /12 >>1, then from (3.2-56) and
(3.2-60) the actual operating condition loop bandwidth W, can be related to
the design point bandwidth W, ; by

r
1+
- M
s Tl (3.262)
where
a r
p=—2=-2 (3.2:63)
o r

and o, is the value of a at the design point. Furthermore, the effective
signal-to-noise ratio in the loop as defined in (3.2-61) can be written as

ZP 1 1 +7’0
o= - (3.2-64)
(NOWLO) l"( Yo )
1+—
U
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3.3 Suppressed Carrier Modulation and
Tracking Loop Considerations

This section begins by examining the choice between suppressed and resid-
ual carrier systems [3-21]. The DSN emerged at a time when weak signals and
low data rates dominated. As a result, residual carrier phase modulation
schemes with phase-locked loops tracking the residual carrier component were
employed. However, over the years, technological advances in antennas, trans-
mitters, and signal processing have caused a marked increase in the available
signal power and hence the achievable data rates. In fact, essentially all of the
current or near-future deep space missions are already operating at or near the
upper limit of the current DSN data rate capability.

When the DSN operated at 8 bps using residual carrier modulation, it was
necessary to place the data modulation on subcarriers since direct modulation
of the data on the carrier would cause most of the data power to fall within
the bandwidth of, and to be tracked out by, the carrier phase-locked loop.
The DSN is currently involved in new high rate telemetry system designs
[3-22 through 3-24] which will push the data rate into the tens of megabits
per second region. At these higher data rates the data signal spectrum is
extremely broad so that even if subcarriers were not used, the part of the
spectrum which would be contained in the loop bandwidth would be flat
across this band and thus appear as white noise. Since the ratio of loop
bandwidth to data rate is, in these situations, typically quite small, this addi-
tional white noise component degrades the tracking performance very little.
This observation is further aided by the fact that we are already dealing with
a greatly improved carrier loop SNR (relative to low data rate operation) by
virtue of the fact that in order to support the higher data rates one must
supply more signal (and hence carrier) power.

The above arguments suggest that subcarriers are not needed in high data
rate systems. This leaves the question as to whether or not a residual carrier
component should be provided for or is it preferable to fully suppress the
carrier, thus allocating all of the transmitted power to the data modulation.
Consider first a residual carrier signal of the form

y() =+/2Psin (wyt + 6, m(D) +n(s)
= /2P cos 8 sin wyt+~/2Psin 6, m(t) cos w r+n(t) (3.3-1)

where P is the total signal power, w, is the carrier radian frequency, 6, is
the modulation angle (0< 6, < n/2), m(¢) is a *1 binary data modulation
with symbol rate R; = 1/T,, and as before n(t) is a bandpass “‘white”” Gaussian
noise process. If the signal of (3.3-1) is demodulated by a reference signal
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r(®) = V2 cos (wyt = ¢) (3.3-2)

supplied by a phase-locked loop, then the loop phase detector output e(f) is
given by

e(®) = P sin ¢+ P, m(t) cos ¢+ n (2)

IR

VE, 6+ /P, m()+ n,(0) (333)
where
P =P cos? 6, = carrier signal power

P, = Psin® §, = data modulation signal power

and
nl(t) =2 ni(t) cos (wot - ¢ (3.3-4)

is an equivalent low-pass white Gaussian noise process with single-sided noise
power spectral density N, W/Hz.

Assuming as above that the high rate data modulation (second term of
(3.3-3)) has a flat spectrum over the phase-locked loop bandwidth with equiv-
alent single-sided spectral density

Pd Pde Pde
Ny =g = 2\ )Mo= 2RANe ¢ Ry =g (3.3-5)

Then if B; denotes the single-sided loop noise bandwidth, we have that the
loop SNR p'is given by

P, ( P ) (0032 6m> )
o= = (3.3-6
™, *N)B, = \N,B, | \1+ 2R,

The first factor of (3.3-6) represents the loop SNR corresponding to the case
where the total signal power is available for carrier tracking. The numerator of
the second factor represents the degradation of this SNR due to the split of
the total power between carrier and data modulation, while the denominator
of this second factor represents the degradation produced by the modulation
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self-noise in the loop. Clearly for large values of R , (e.g., 9.6 dB for uncoded
binary PSK at an error rate of 107%), the loop SNR is severely degraded by
the need to track on a residual carrier component.

Aside from the increased noisy reference loss (additional signal power
required to produce the same error probability performance as that corre-
sponding to a perfect carrier sync reference) caused by the degraded loop
SNR, there is an inherent loss in data power (relative to the total power
available) just due to the split between carrier and data modulation as in
(3.3-4).

Next we consider the situation in which the carrier is fully suppressed and
the signal is of the form

y( = V2P m(D) sin wyt + nd) (3.3-7)

Since y(¢¥) of (3.3-7) contains no residual carrier component, a PLL cannot be
used to establish the desired carrier demodulation reference signal. Instead one
must use a suppressed carrier type of tracking loop, e.g., a Costas loop (see
Fig. 3-11). Since a detailed discussion of the behavior and performance of
such a loop will be presented in the next section, we shall merely give the end
result here for the purpose of comparison with (3.3-6), namely,

p"= ( NPB )SL (3.3-8)

where S; < 1 is a loss factor (later on referred to as squaring loss) which
depends on data SNR?

R, = : (3.3:9)

and the type of Costas loop arm filter, and the relation between the single-sided
noise bandwidth B of these arm filters and the data rate R,. As an example for
ideal (rectangular frequency response) arm filters, S; is given by the simple
relation (also see (3.3-28))

2Note that in contrast with (3.3-5) since all of the total signal power P is available for the
data modulation, the data SNR is defined accordingly.
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2
S, = BT (3.3-10)
K+
2 R,
where
2] sin? nBT,
K2 = SI(Z‘IIBTS) - '—W (3.3-11)
and Si(x) is the sine-integral function defined by
¥ sin x
Si(x) = f + dx (3.3-12)
0

Table 3-1 presents an evaluation of the squaring loss §; of (3.3-10) as a
function of R, for several values of the symbol arm filter time-bandwidth
product BT, [3-21]. Note that here the loss factor improves with increasing
R . In fact for R, on the order of 10 dB, a comparison of S, with the loss
factor for the residual carrier case (3.3-6) reveals that the suppressed carrier
system enjoys about a 20 dB advantage in loop SNR (aside from the reduction
in power due to the cos? 6, factor). Again we emphasize that the suppressed
carrier system has the further advantage that all of the available power is
simultaneously used for carrier tracking and data detection.

While the example we have pursued here strictly dealt with binary data
modulation, i.e., BPSK, similar advantages of a suppressed carrier over a resid-
ual carrier format can be demonstrated for other forms of modulation, e.g.,
balanced quadriphase-shift-keying (QPSK) and unbalanced quadriphase-shift-
keying (UQPSK). In the following sections, we present the various carrier
synchronization options for these suppressed carrier modulation forms, begin-
ning with a discussion of carrier recovery for BPSK modulation. Before pro-
ceeding to these detailed discussions, however, we wish to conclude this

Table 3-1. Evaluation of squaring loss S p in dB, for ideal arm filters

R4 dB BT =1 BT, =2 BT =3 BT =4 BT =5

0 -3.68 -5.14 -6.28 -7.19 -7.94

4 -2.03 -2.87 -3.65 -4.31 -4.90

10 ~0.90 -1.05 -1.32 -1.60 -1.88
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section by reemphasizing and stressing the key issues that distinguish these
various carrier synchronization methods from the more traditional discrete
carrier version, i.e., the PLL. It is hoped that the reader will understand the
reasons for the amount of discussion that follows and its relative importance
within the overall framework of this book.

It is clear from the word “suppressed” that a discrete spectral line does not
appear in the input spectrum. Thus, the carrier synchronization loop must
reconstruct the carrier from the data-bearing signal itself, which now contains
all of the available signal power. The ability to accomplish this mission is thus
dependent on the form of the signal modulation and hence a different syn-
chronization structure must be discussed for each of these forms. (In some
situations, it is possible to use a given structure for more than one modulation
type.) Beyond this, the behavior of the synchronization loop and its perfor-
mance depend on the data symbol format. Indeed, for a given modulation
type, the design of a Costas-type receiver for optimum tracking performance
requires that the bandwidth of its arm filters be selected in accordance with
(1) the data symbol rate, (2) the arm filter type, e.g., 1- or 2-pole Butter-
worth, and (3) the data format (NRZ, Manchester, etc.). All of these degrees
of design freedom require a multidimensional investigation over and above,
but not separated from, the usual considerations of loop design associated
with the loop filter (loop bandwidth, loop damping, etc.), the latter being the
only design considerations required for a PLL. Indeed the PLL has no arm
filters, and aside from the amount of power allocated to the residual carrier
component, which might be a function of transmitted signal form, its design is
in no way governed by the above modulation-dependent considerations.

3.3.1 Carrier Recovery for BPSK Modulation

As stated above, the form of carrier recovery loop is, in general, dependent
on the form of modulation. For the three modulations mentioned above,
namely, BPSK, QPSK and UQPSK, the carrier recovery loops are varietal
versions of what is commonly referred to as a Costas loop [3-25]. Thus we
begin this section with a description of the conventional Costas loop and its
operational behavior for BPSK modulation.

3.3.1.1 The conventional Costas loop and its equation of operation. Consider
the Costas loop illustrated in Fig. 3-11. An estimate of carrier phase is
obtained by multiplying (using two phase detectors) the input suppressed
carrier signal s(¢) plus noise n;(#) with the output of the VCO and a 90-deg
phase shift of itself, respectively, filtering the results of these two multiplica-
tions, and using the product of the two filtered signals to control the phase
and frequency of the loop’s VCO output. When the filters in the in-phase and
quadrature-phase arms of the Costas loop are mechanized with integrate-and-
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dump circuits, then the loop will be referred to as a Costas loop with active arm
filters.

The received signal y(z) can be modeled as
y(2) = V2P m(1) sin ®() + n(1) = s(0) + n(2) (3.3-13)

where &(¢) E wit + 0(r), with «y the input radian carrier frequency and 6(¢) =
Qut + 6, the input phase to be estimated, P is the carrier power, m(t) is the
data modulation (a £l digital waveform), and n;(¢) is the additive channel
noise which can be expressed in the form of a narrow-band process about the
actual frequency of the input observed data;i.e.,

n(t) = N2 [N(2) cos &(t) - N(2) sin B(2)] (3.3-14)

where N (t) and N(t) are approximately statistically independent, stationary,
white Gaussian noise processes with single-sided noise spectral density N
W/Hz [3-6] and single-sided bandwidth B;; < w,/27.

Using standard analysis techniques analogous to those applied to phase-

locked loops [3-6], it may be shown [3-25] that the stochastic integro-
differential equation of operation of Fig. 3-11 becomes

‘2‘;(’) 20, - KF(p) {P(M2(t))sin 20(t) + v, [1, 21|} (3.3-15)

where (7) £ D(2) ~ CII\J(t) is the loop phase error (t’ﬁ(t) is the VCO’s reference
phase), and K is the total open loop gain,

vy [, 20001 2 [-N2(1) + NXt) - 2/PA(0) N(0)] sin 2(¢)
+ [2v/PA(N (1) - 2N (1) N(1)] cos 20(r)  (3.3-16)

and
@ (t)) = K, =f S (NG 2mf)|? af (3.3-17)

with S (f) denoting the power spectral density of the data modulation n(r)
and IG(/?.Tr}‘)I2 the squared magnitude of the arm filter transfer function. Here
the signal 7(¢) denotes the signal emerging from passage of the data modula-
tion m(¢) through the low-pass arm filter G(p), and likewise N () and N ()
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are equivalently filtered versions of N _(r) and Ns(t), respectively. Also, in
(3.3-15) and (3.3-17) the overbar denotes statistical expectation and ¢ )
denotes time averaging, which is required since m(f) is a cyclostationary pro-
cess. In arriving at (3.3-15), we have also ignored the effect of the modulation
self noise

ny [, 2 0] & PIRR(D) - @2 (@) sin 2 o(2) (3.3-18)

since for data SNRs on the order of 10 dB or less this omission has negligible
effect on the loop performance.

3.3.1.2 Equivalent noise model. Since the bandwidth of the Costas loop is
ordinarily designed to be narrow with respect to the equivalent noise band-
width of v,(z,2¥), we can further approximate v,(2,2¥) as a delta correlated
process with equivalent single-sided noise spectral density

é o
N, %2 f R, (dr (3.3-19)

where

sz(*r) = v, (8, 29) v, (1 + 7,29 (3.3-20).
Evaluation of N, results in [3-25]

N, B )
Ny, = 4PNy \K, K, +—p— K, (3.3-21)

where K, is a constant dependent only on the filter type and is defined by

f |GG2nh)|* af

1>

Ky

— (3.3:22)
f |G (2 )12 df

oo

K, is a constant dependent on both the baseband data power spectrum and

the filter type, i.e.,
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j S,,(N1GG2mN1* df
A -0
4 =

K (3.3-23)

f "5, 1612 ar

oo

and B denotes the single-sided noise bandwidth of the low-pass arm filter
G(2nf), i.e.,

1>

B fIG(j21rf)|2df (3.3:24)
0

3.3.1.3 Equivalent linear loop performance. Although the nonlinear differen-
tial equation of (3.3-15) can be solved in the steady state using Fokker-Planck
techniques [3-6], typically the signal-to-noise ratio in the loop is sufficiently
high that one can linearize the equation of operation and still obtain meaningful
performance results. By linearize, we mean that sin 2y is replaced by 2y in
(3.3-15);1i.e.,

222 = 20, - KF(p) (PK, 20+ v,(t, 2¢)} (3.3-25)

Thus, under the above linear assumption, the solution for the modulo 27
reduced phase error 2¢ can be shown to have a steady-state probability
density function p(2¢) which is a Gaussian distribution with variance

N_B

2 __%a L é 4 R
20~ g ——pSL (3.3-263)
m
or
1 1
2 - 2
0% =~——05, = —5 (3.3-26b)
¢ 4 20 S,
where again
P
p = (3.3-27)
Ny B,

is the signal-to-noise ratio in the loop bandwidth of an equivalent linear loop,
B, is the single-sided loop noise bandwidth, and the squaring loss S; is the loop
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signal-to-noise ratio penalty relative to a linear loop due to signal X signal,
signal X noise, and noise X noise distortions.

Using (3.3-21) and (3.3-27) in (3-3-26b), we see that the loop squaring loss is
given by the simple relation

KZ
s, = __2_§_ (3.3-28)
KK, *K, R,
where R, = 1/T is the data symbol rate,
PT,
R, = N, (3.3-29a)

is the detection signal-to-noise ratio, and the parameter
B
=— 32
¢ R, (3.3-29b)

3.3.1.4 Squaring loss evaluation. Expressing the data modulation m(¢) as a
random pulse train, i.e.,

oo

m(t) = E a,p(t-nT);E {aa } =5 (3.3-30)

ST

where {an} is the data sequence taking on values *1 with equal probability and
p(?) is the data pulse shape which for NRZ is

1; 0<r<T,

p(t) = (3.3-31)
0; otherwise

while for Manchester coding

TS
1, 0<r<—
2

T

p(t) = -1;7‘<t T, (3.3-32)

A

0; otherwise,
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then the corresponding power spectral densities are

sin2(1rfTS)
S (f) = T, ——= (NRZ) (3.3-332)
(nfT)?
and
nfT,
sin ( 5 s)
S, () = T, ————— (Manchester code) (3.3-33b)

s (’ﬂf];) 2
2

Furthermore, assume that the arm filter is an n-pole Butterworth characterized
by the transfer function

|GG2nf)1? = __LT (3.3-34)
()

where f, the 3-dB bandwidth, is related to the single-sided noise bandwidth B
of the filter by

(27” sin i)B (3.3-35)

As an example, consider the case of Manchester coding. Then, substituting
(3.3-33b) and (3.3-34) into (3.3-17) and performing the required integration
gives the modulation distortion factor K,. Using K, in (3.3-28) and the fact
that K, = (2n - 1)/2n, Fig.3-12 illustrates the squaring loss §; vs { = B/R_ with
R, as a parameter for single-pole Butterworth filters. We observe that for a
fixed R, there exists an optimum noise bandwidth B for the arm filters in the
sense of minimizing the squaring loss. These values of optimum arm filter
bandwidth occur in the vicinity of the Nyquist bandwidth and their sensitivity
with signal-to-noise ratio diminishes as the number of filter poles increases.

Table 3-2 tabulates the closed form expressions for K, of (3.3-17) and K,
of (3.3-23) corresponding to single-pole and two-pole Butterworth arm filters
[n=1and n=2 of (3.3-34)] and NRZ or Manchester data, thus allowing
computation of squaring loss from (3.3-28). Closed form results for higher-
order Butterworth arm filters (n > 1) or indeed any arm filter with rational
transfer function can be obtained, if desired, from the results in [3-26]. In
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Table 3-2. Closed form expressions for the coefficients K ,and K,

1. NRZ data, single-pole Butterworth arm filters
K, = 1= (1) [1 - exp (-49)]
KK, = 1-(1/49) [3- (3 +48) exp (=4¢)]
2. NRZ data, two-pole Butterworth arm filters

K,

1 - (1/8%) {1 - exp (-4¢) (cos 4§ — sin 4¢)]
KK, = 1-(1/329) {5 - [8¢ cos 4¢ + 5 (cos 4% — sin 4¢)] exp (<48)}
3. Manchester data, single-pole Butterworth arm filters

K

2 = 1=(1/48) [3 -4 exp (-2¢) + exp (-47)]

K2K4

1

1-(1/85) [9 -4 (3+2¢) exp (=2¢) + (3 + 4%) exp (-4%)]

4. Manchester data, two-pole Butterworth arm filters

=
1

1-(1/8%) {3 —4 exp (=2%) [cos 2¢ - sin 2¢] + exp (-4%) [cos 4¢ - sin 4¢] }

kel
9
n

1-(1/32¢) {15 - [16¢ cos 2¢ + 20 (cos 2¢ - sin 2¢)] exp (=2¢),

- (1/32%) [8% cos 4¢ + 5 (cos 4¢ - sin 4¢)] exp (-48)}

Note: ¢ is defined in (3.2-29b).

particular, for n =9 (an ideal “brick wall” filter), we would have K 4 =1and
for NRZ data, K,, as previously given by (3.3-11).

In many applications, once symbol sync has been obtained, the passive arm
filters of the Costas loop in Fig. 3-11 are replaced by active arm filters of the
integrate-and-dump type. When the transmitted modulation is Manchester
coding, it may be shown [3-25] that the variance of the phase error in the
loop is still given by (3.3-26) where, however, the squaring loss is given by

—

S, =— (3.3-36)

This result is also valid for NRZ data.
Figure 3-13 compares the squaring losses which give minimum phase jitter

achievable with passive arm filters to that obtained from the implementation
with integrate-and-dump arm filters. Typically, the active matched filter

84



Py jo senjea snouea 103’ sso| Buuenbs
ay} Buionpal uy S8}l We SNOLIBA JO SSBUBANDAYa 8y} Jo uosuedwo) ‘gl-¢ "B

P

ap’ d
oL 9 v 4 0 (2 v— 9 8— oL
T T T T T T T T T T T 1 vi—
431714 Avaal
- — z1—
H3L171d HLHOMYE311NE8 3704-0M1L
o —
4317114 HLHOMYH311N8 (0Y) 3704 319NIS
= oL—
- g—

T

Aovaa3ad
MO0TD HLIM
SH3ILTI4d A3HOLVIW — 2—

40071 MD

1 ] _ly_ 1 1 1 | L o

85



(integrate-and-dump, sample-and-hold) gives approximately a 4 dB or greater
advantage over the passive single-pole circuit for R;< 0 dB. For example, at
R, ,=-4 dB, the advantage is 5.16 dB. When compared to an ideal filter, the
improvement is typically only 4.4 dB at R,= -4 dB. Notice also that for
R d> 6 dB, the Costas loop with active matched filters in the arms gives
approximately the same performance (0.5 dB inferior) to that of a Costas loop
with no modulation present (a CW loop).

3.3.1.5 The polarity-type Costas loop and its equation of operation. It is
becoming increasingly popular (e.g., the carrier tracking loop in the Multi-
megabit Telemetry Demodulator and Detector (MTDD) of the DSN) in the
design of suppressed carrier receivers, which employ Costas loops for carrier
reconstruction, to hard limit the output of the in-phase channel. Doing so
allows replacement of the analog multiplier, which forms the loop error signal,
with a chopper-type device which typically exhibits much less dc offset. Gen-
erally speaking, introduction of a limiter (hard or soft) into a system results in
signal suppression the amount of which is a function of the signal-to-noise
ratio at the limiter input. This signal suppression in turn reduces the total
loop gain and, as a consequence, the loop bandwidth.

In this section, we address the tracking performance of such a hard-limited
Costas loop (often referred to as a “polarity-type” Costas loop) and compare
its performance with that of the conventional Costas loop previously dis-
cussed. Typically, for small detection signal-to-noise ratios, one will find that
the inclusion of the hard limiter results in a tracking performance penalty,
whereas for large detection signal-to-noise ratios, such inclusion indeed results
in a performance improvement.

Realizing that the input signal and noise processes can still be modelled as
in (3.3-13) and (3.3-14), respectively, then analogously to (3.3-15), the loop
equation of operation for the polarity-type loop is given by [3-27]

2 % = 20, - KF(p) VP, (20) + 2N (1,29  (3.337)

where
Nt 20) 2 0 N, ) (3.338)

is the equivalent additive noise perturbing the loop. As before, the “hat”
denotes filtering by the arm filters G(s). Furthermore,

A ~ -~
Ai(t) = sgn (VP i) cos p(t) - [N(r) cos o(2) +N (¢) sin ()]}
(3.3-39)
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where sgn (x) = x/|x| denotes the signum function of the argument x,

A

NIt o] = N(2) cos o(r) - N(¢) sin o(2) (3.3-40)
and
A, (29) = 2 <A()m(r) > sin g (3.3-41)

where f,(x) is a nonlinearity which is periodic in x with period 27 and has
unit slope at the origin; i.e., x = 0. Thus, & defined by

i < m()ym(t) > (3.342)
=0

is the signal amplitude suppression factor which results owing to the combined
distortion effects on the input modulation m(¢) of the hard limiter and finite
arm filter bandwidth. Finally, as was done for the conventional loop, in arriv-
ing at (3.3-37), we have ignored the modulation self-noise

A N —_—
n,[t,20] = 2/P [m()m(t) - <m(e)m(t) >] sin ¢ (3.3-43)
3.3.1.6 Calculation of the signal amplitude suppression factor. Expressing the

input modulation m(t) as in (3.3-30), then for a single-pole Butterworth arm
filter and NRZ data, it can be shown that (3.3-46) evaluates to [3-27]

R

i _d 1 Rd
f 1-2exp (-45x) |erf [ 2t |1-2exp (-4¢ x) dx +=erf 2%
4]

(3344

i
=

and is illustrated in Fig. 3-14. TheAcurves are drawn for { = B/R; = 0.75 or
equivalently 7,/T < 1/3, where 7, = 1/w, is the arm filter time constant. The
validity of (3.3-44) in this region is somewhat justified by results obtained for
a similar investigation [3-28].

3.3.1.7 Calculation of the equivalent noise spectral density. As was done for
the conventional Costas loop in section 3.3.1.2, we can make the assumption
that the bandwidth of the Costas loop is designed to be narrow with respect
to the equivalent noise bandwidth of N (1, 2¥) defined in (3.3-38). Thus, we
can further approximate N (t,2¥) as a delta correlated process with equivalent
single-sided noise spectral density
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A o
N, = 2] Rﬁe(r) dr (3.3-45)

where

i

Rg (1 = <N(1,29) N (t + 1,2¢) > (3.3-46)
e

Since, as previously mentioned, for good tracking performance the loop will
operate in the neighborhood of ¢ =0, we need to evaluate (3.3-46) and hence
(3.3-45) only at the point ¢ =0. Without elaborating the details (see [3-27]),
the final results for NRZ data and single-pole arm filters are as follows.3
Letting B, denote the equivalent noise spectral density N, of (3.3-45) nor-
malized by the spectral density NV, of the input noise, i.e.,

(3.347)

and defining

R P
P; =—§_ = m (3.3-48)

with § given by (3.3-29b), then, in the case of small p; :

2p,
= (1-2)avn- 22 (L) [gmz-e—«(%%m 2;)]

(3.3-49)
and in the case of large p;:
1
By = 4% f e[+ e L] ay

(1]
8

— f L0+ e f,0)] dy (3.3-50)
0

3Closed form results can only be obtained in limiting cases of small and large values of
signal-to-noise ratio. See [3-28] for further details.
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where

- 1
L) = (%) erf? (\/—g)—fyg,(x) dx + f g, (x)dx
0 1-y

1-y Y

1 1

+3f gl(X)gl(x+y)dx-zf g, (x)g,(x+1-y)adx
0 0

_ p; Y 1
£,0) = (z—j) exp? (—7)+ f g, () dx + f g,() dx
! 0 1-y

1-y Y

1 1

G [ awnead [ rwne-ne
0 0

1-y 2o [P g '
L0) = —4—) erf > +f gl(x)dx—f g, (x) dx
0 1-y
1
-4 f £, (g, + ) dx
0
1 o PN 1T 1 (
f,0) = gexp’ \-7|+7 gz(X)dxﬂ‘zf g,(x)g,(x + 1~ y)dx
0 0

1
. f £, ()2, (x +) d (3351)
0

with

g,(x) = erf[\/%i(l - 2e'4§x)]

0.
g0 = exp [ 2 (12 457y

(3.3-52)

3.3.1.8 Calculation of squaring loss and mean-square tracking jitter. As was
done for the conventional Costas loop in arriving at (3.3-25), we linearize the
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polarity-type Costas loop by replacing f;(2¢) of (3.3-41) by 2¢ in the loop
equation of operation, namely, (3.3-37). When this is done, the mean-square
error of the modulo-27 reduced phase error process 2¢ is given by a result
analogous to (3.3-26), namely,

o ANB, 4<NOBL)(&)

P2 P 2

i p

4
— 3.3-53
o5 (33-53)
where p is still given by (3.3-27). Thus the squaring loss of the polarity-type
Costas loop becomes

~2
s =2 (3.3-54)
By

with @ given by (3.3-44) and B, given by (3.3-49) for the case of small p; or
(3.3-50) for the large p,; case. Additionally, using (3.3-48) in these defining
equations for @, By, and S, Figs. 3-15 and 3-16 illustrate S, vs B;/R; corre-
sponding to the calculation of 8, from (3.3-49) and (3.3-50), respectively.
The curves in Fig. 3-15 were terminated whenever p; exceeded 0.5, whereas
the curves in Fig. 3-16 have a similar termination for p; < 2. Superimposed on
these curves (in dotted lines) are the corresponding results obtained from the
previous section for the conventional Costas loop without the hard limiter. We
observe from these results that, whereas at low signal-to-noise ratios the inser-
tion of a hard limiter into the in-phase channel of a Costas loop results in a
tracking performance degradation, at high signal-to-noise ratios, the hard-
limited loop actually outperforms the conventional loop. These results are not
surprising, at least from a qualitative standpoint, if one considers the Costas
loop motivated by the maximum a posteriori (MAP) approach and approxi-
mates the integrate-and-dump filters which result from this approach by RC
filters. In fact, using a similar technique, one can easily show that for the
hard-limited Costas loop with integrate-and-dump filter in both arms, the
squaring loss is given by

s, = ef? VK, (3.3-55)

Figure 3-17 illustrates S; of (3.3-55) vs R; in dB and the corresponding result
(3.3-36) in dotted lines for the conventional Costas loop with integrate-and-
dump filters. The crossover in squaring loss or equivalently in tracking perfor-
mance occurs at R, =-1.5 dB.
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Fig. 3-17. A comparison of the squaring loss performances of conventional and
hard-limited Costas loops with integrate-and-dump arm filters

3.3.2 Carrier Recovery for QPSK Modulation

A generalized version of the Costas loop of Fig. 3-11, which applies to
BPSK, QPSK, and 8-PSK modulations, is illustrated in Fig. 3-18. Unfortu-
nately, a complete analysis of this loop is not presently available. Thus we
resort to considering the counterpart of this loop wherein the passive low-pass
arm filters are again replaced by active arm filters of the integrate-and-dump
type. This loop is generally referred to as a quadriphase polarity-type 1-Q loop
or quadriphase I-Q loop, depending respectively upon whether or not hard
limiters are included in the in-phase arms. The former is illustrated in Fig.
3-19. Its analysis follows along the same lines as that of the equivalent biphase
loop. Thus, we shall omit the details and merely present the final performance
results.

The mean-square phase jitter tracking performance of the loop illustrated in
Fig. 3-19 is given by a relation analogous to (3.3-26), namely

“Note that the loop now tracks the 4¢ process.
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02 - _——;U(Z) = _04¢ = —-S—' (33'56)

where p is still given by (3.3-27) but the “squaring loss” §; (actually a fourth
power loss) is now given by the simple formula

S, = . P = (3.3-57)
d d
1+Rd-lt\/%exp(‘7)+ Rderf\/—z—:l

where R is still given by (3.3-29).

In the absence of the hard limiters in Fig. 3-19, the squaring loss would be
given by

_ 1
s, = - 5 . 3 3 (3.3-58)
2R 2 3
a R} 2Rd

Figure 3-20 is a comparison of the squaring losses as given by (3.3-57) and
(3.3-58) as a function of the bir signal-to-noise ratio R, = PT, [Ny = Ry/2.
Clearly, as already indicated, for high values of R,, superior performance is
obtained by including the hard limiters. Note that, as was true for the BPSK
case, the above results hold for both NRZ and Manchester coded data.

3.3.3 Carrier Recovery for UQPSK Modulation

Unbalanced quadriphase-shift-keying (UQPSK) is a modulation format in
which two quadrature components of a carrier are biphase modulated with
independent binary data streams of unequal powers and different data rates.
Such a scheme is most useful when it is desired to transmit the two different
sources of data, either synchronously or asynchronously, in the same fre-
quency band. This signal design will be used in the development of the Track-
ing and Data Relay Satellite System (TDRSS), the Navigation Satellite Timing
and Ranging Global Positioning System (NAVSTAR GPS), the Space Shuttle
S-band and Ku-band communication links, the Multimegabit Telemetry
Demodulator/Detector (MTDD) system of NASA’s DSN and is proposed for
the projected Venus Orbiting Imaging Radar (VOIR) mission for the mapping
of Venus’s surface. In the case of the latter, the imaging data are to be
transmitted on one channel at a multimegabit data rate and scientific data on
the other channel at a relatively low kilobit data rate. Such a large ratio of
data rates for the two channels or, equivalently, a large unbalanced channel
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Fig. 3-20. A comparison of the squaring loss of the conventional and the
polarity-type Costas loops

98




power ratio will provide the necessary motivation for the discussion which
follows.

An unbalanced QPSK signal is defined analogous to (3.3-13) as

s(t) = V2P m (1) cos (wi + 6(1)) + /2P, m,(2) sin(w;t + 6(2))
(3.3-59)

where P, and P, represent the powers in the two quadrature components,
m,(t) and m,(t) are two independent binary signal waveforms, and w;, 8()
are previously defined for the BPSK case. Added to s(¢) of (3.3-59) is the
noise process characterized by (3.3-14) which thus forms the received signal
from which carrier synchronization is to be derived.

For a UQPSK modulation as characterized by (3.3-59), the system designer
has two options with respect to selecting an appropriate carrier recovery loop.
If the ratio of the channel powers P, and P, is sufficiently large (usually a
ratio of 4 or more is sufficient), then a conventional Costas loop such as that
in Fig. 3-11 can be used to reconstruct the suppressed carrier3 [3-29, 3-30].
We shall restrict our attention here to the tracking performance of such a loop
(see Fig. 3-11), particularly summarizing the results given in {3-29].

3.3.3.1 Loop tracking performance. We start by arbitrarily assuming that
channel 2 corresponds to the high data rate channel. Next, we define the
following parameters in terms of which the loop mean-square phase jitter and
squaring loss can be expressed.

A 52
nEa =R T ratio of data symbol rates

= ratio of channel powers
(3.3-60)
P = P +P, = total signal power

PT

R - §2
T2 NO

= total power-to-noise ratio in high data rate bandwidth.

Then, based upon the results derived and presented in [3-29], the variance of
the loop phase error 2¢ is once again expressible in the form of (3.3-26a),

5The arm filter bandwidth is now chosen to be optimum for the high data rate channel.
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where the linear loop signal-to-noise ratio p is now defined in terms of the
total power-to-noise ratio; i.e.,

P

np

p N,B, (3.3-61)
and the loop squaring loss is given by
_ 2
s = (Kyy = AKy)
L B
( R )(1 +A) D
52 2A 12
(I+N XK, K, +K, K, + R KL+1+)\RT2(T—)
52
(3.3.62)

In (3.3-62), we have employed the following definitions analogous to
(3.3-17) and (3.3-23), namely,

H 2 d -
K2k f Smk(f.)‘G(]zﬂ.f)l df> k= 192

)

= .3-63
f Sy (NIGG 2N df (3363
A J_

Kpx

— ; k=1,2
f S,,, (NIGG21) 12 df

oo

and K; is still defined as in (3.3-22). Furthermore, the crossmodulation dis-
tortion D, is defined by

b, = f S, (1)S,, (1) 1GG2H)1* df (33-64)
1 2

—o0

Since the demodulation reference signals of Fig. 3-11 are again at w, rather
than 2w, the mean-square phase tracking jitter on the output data streams is
given by (3.3-26b). We conclude then that, as in the BPSK case, characteriza-
tion of the loop squaring loss in terms of the system parameters is sufficient
for predicting the loop’s tracking performance.

3.3.3.2 Squaring loss evaluation for practical filters and data modulation
spectra. To graphically illustrate the theory previously developed, it would be
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convenient to obtain closed-form expressions for the parameters defined in
(3.3-63) and (3.3-64) for practical filters and data modulation formats.
Indeed, such is possible for certain special cases of interest as we shall now
illustrate. Let us consider again a simple RC filter with 3-dB cutoff frequency
f. for the Costas loop arm filters. Then, using (3.3-33) and (3.3-34) in
(3.3-63), we arrive at results analogous to those in Table 3-2, where now R, is
replaced by Ry ; k=1, 2.

All that remains is to present expressions for the cross-modulation coeffi-
cient D,, corresponding to the various combinations of modulation formats
and relative data rates. These results are summarized in Table 3-3 for single-
pole Butterworth arm filters, with

3

B
Rsl

and

D

A

&R, .R,) = -T—lz , when both m  (¢) and m,(r) are NRZ.
$2

The numerical evaluation of the tracking jitter, for a fixed ratio of arm
filter noise bandwidth to loop noise bandwidth (B/B; ), is shown in Figs. 3-21
through 3-23. These figures illustrate the behavior of oy, for a fixed channel
power ratio A as a function of the ratio of arm filter bandwidth to the higher
data rate R;, for all possible signal format combinations with R, /R, and PT,/
N, as parameters. The minimum values of 0y for some ratios of Rn/Rsz repre-
sents best design points when the combined effect of N X & distortion and cross-
modulation noise or § X V power is minimal.

3.3.4 Automatic Gain Control Considerations

In practice, the implementation of a suppressed carrier reconstruction loop
requires cross-coupled control loops and elements other than the ones which
serve to track the phantom carrier. This is due to several facts of which the
two most important are:

(1) The dynamic range of the received signal level may vary over a range
of 100 dB or more.

(2) The received signal phase and frequency dynamics generally require a
sync acquisition control loop to accommodate the uncertainties in the
received carrier frequency.
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Table 3-3. Normalized cross-modulation distortion D, /T,

1. my(t) is NRZ, m,(2) is NRZ

g(R“, Rsz)

Rsl 1 1 Rsl
1-— =+ —\ - ———
Ro\3 4¢2) 6ar

3
s2§2

§2

5-(tag)exp(-45,)-(S+45)exp(-4¢))
R R
1 52 52
+?[5 + 4(R—- ) ;2:, exp [—4 (—R—— 1) i’{|
s1 s1
R R
1 52 52
+;[5+4(R1+1) §'2}exp [—'4(R—1+1) 5’2] ’RS2>RSI
N s

2. m (¢} is Manchester, my(r) is NRZ

b 282 Ry Rgp) —8R 1, R, Rs2 > 2Rs1

52 -
28R, 2R -8R LR, Ry <SR, <2R,

3. m 1) isNRZ, my(t) is Manchester

D12

Ts2

= 2"”(Rsl’ 2Rsz)mg(R.s*l’RSZ)’ Rs2 >Rsl

4. m(t) is Manchester, mo(t) is Manchester

4g(2R_.,2 R ) —28(2 Rsl’ Rs2)

s1’

>}

12 -28(R,2R ) +&R ,R,), R,>2R

1]

s1° s1’

w3

4g(2Rs1, 2Rs2)-2g(R 2Rs2)

s1’

-2 g(Rs2’ 2Rs1) +g(Rsl’R.\?)’ Rsl < Rs2 <2 Rsl
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(a)

(b)

a¢, % rad
N
1

PTs2/N0 =10dB

| - - 3
(a) Rs2lns1 =10 B/BL 5x 10
= A=
(6) R, /R =1 0.25
o l | ] 1 | 1 ]
) 0.5 1.0 1.5 2.0 2.5 3.0 35 40
B/R,,

Fig. 3-21. Tracking jitter standard deviation vs ratio of arm filter bandwidth to high data
rate; PTsle0 and R,/R 1 are parameters; m () is NRZ, m,(t) is NRZ; R, = R,

Signal level variations are usually coped with by means of an automatic
gain control (AGC) loop coupled with the suppressed carrier tracking loop.
The major purpose of the AGC loop is to maintain a ‘“‘constant’ signal level
into the receiver’s front end so that linearity of receiver operation is main-
tained. As a by-product of the amplitude control loop, a lock detection signal
for circuit supervision during sync acquisition to tracking handover is also
generated.

The design of an AGC loop for a discrete carrier (PLL) receiver is discussed
in [3-31] using a linearized model for predicting loop behavior corresponding
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(a) R_/R_, =20
B) R/ =4
(©) R /R =2

} (a)

(b)

P N_ =10d8B
TsZ/ 0

(c)

OW' % rad

B/B = 5x 10°

0 1 ] ] | 1 I 1
0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

B/R52

Fig. 3-23. Tracking jitter standard deviation vs ratio of arm filter bandwidth to high data
;:te; PT,/N, and R_,/R, are parameters; m (t) is Manchester code, m ,(t) is NRZ;
=
s2 = "'s1

to small changes in input signal level. A subsequent large signal analysis [3-32]
showed the linearized model to be valid under a much less restrictive condi-
tion. Briefly speaking, a simplified linear AGC system (as in [3-31]) can be
illustrated as in Fig. 3-24. There, a coherent amplitude detector (CAD) trans-
lates the signal and noise at the IF to baseband. The AGC loop filter removes
the noise and the clean dc output signal controls the IF amplifier gain.

On the contrary, very little information appears in the literature on AGC
for suppressed carrier systems. The one exception to this statement is a paper

105



GAIN- COHERENT
CONTROLLED AMPLITUDE
’ AMPLIFIER o DETECTOR
(GCA) (CAD)
4
Loor -
FILTER

Fig. 3-24. A simple block diagram of an automatic gain control (AGC) loop

by Weber [3-33] which discusses a decision-directed AGC loop for use with
M-ary amplitude- and phase-shift keying (MAPSK) systems, in particular M-ary
amplitude-shift-keying (MASK) and quadrature amplitude-shift-keying (QASK).

A Costas loop receiver which incorporates both lock detector and AGC
functions is illustrated in Fig. 3-25. The AGC input is derived from the square
of the in-phase Costas loop output /2, which is proportional to P cos?¢. Thus
this type of AGC is referred to as a partially coherent power AGC in that the
AGC loop must be open during acquisition and closed by a switch upon
detection and verification of lock. More often than not, a fully noncoherent
type of power AGC is employed wherein the AGC input is derived from the
sum of the squares of the in-phase and quadrature outputs (/2 + Q2), which is
proportional to P (cos? ¢ + sin? ¢) =P. Thus this type of AGC loop can
remain closed during carrier acquisition. The primary disadvantage of this type
of loop is that when the loop is in lock (nominally, ¢ =0), then the /2 + Q?
signal contributes twice the noise as compared to the 72 signal of the partially
coherent AGC.

It is well known [3-6] that the bandwidth, natural frequency and damping
of a loop which employs the phase-lock principle all depend upon the loop gain.
This gain is proportional to the received signal level. Thus, in addition to main-
taining linearity in the receiver front end, the AGC serves to regulate the varia-

,tion of the above performance parameters. We now examine this behavior in
mathematical terms for the conventional Costas loop with and without a non-
coherent AGC.

Figure 3-26 illustrates a conventional Costas loop with no AGC and a perfect
integrating type of loop filter. For this case the threshold loop damping param-
eter (typically 0.707) at the threshold (minimum) signal-to-noise-spectral-density
ratio Py /N, is

106




SUOIOUN} HHY PUe 10}9318P ¥I0] YUIM JdAI9daa dooj seyso) 'sz-¢ "Big

@Z soo~

NOSI"HVdWOD
QTOHS3IYHL

7

SOD =3
SN

434

()

] ($)O _ _ _
*—9 431714 WHV -
IHNLvHAvNo | _ _
HOLVH3INID
d433MS
A
006
L
s L
MS, =
s FAML - 03A
_ u| 29V
ETRIPI 3(A) >
40O
A
()9
*—o& 431714
| wdev
3ISVHJ-NI
NOILVDI4I1d 3N
NOI1D313a SNOILIANOD TVNIWON
D07 ANV H3IANN OW3IZ 0L 2 TYNDIS
WHL1IH09TV HOHHY3 09V 30NA3Y OL SLOV A
433Ms
HLAIMANVE dOOT ONINDVHL
LNIOd ONILVH IO Q3-iSIA ¢ \q
HOd NIVO dOO71 N3dO S13S A

2
3

MS

404d4d3
e\\NWW\\\\

@ "

-

"d3171d4 4001

29V

w<_m>

107



m1

—>®——> Gi(s)

A
Km2 ]
PF VvCO
— g ———g r——t K - F(s) <—-Q§
P,N B v
o
1
\
90°
G(s)
Km1
OPEN-LOOP GAIN
_ 2.2
K= K1 Km1 Km2 Kv
SECOND-ORDER LOOP FILTER
1+ 1'2s T,
F(s) = TS ’ '71— <1
ASSUME G(0) = 1
Fig. 3-26. Costas loop design (no AGC)
POK'rg
= 3.3-65
9 o (3.3-65)

1

(Note: ¢ 3 is proportional to signal power rather than signal voltage as would be
the case in a CW loop, e.g., a PLL.) The threshold loop bandwidth is

4¢2+1
g -0l

o ar, (3.3-66)

The same operating point loop damping and operating point loop bandwidth
parameters at the operating signal-to-noise-spectral-density ratio PIN, are

(3.3-67)
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and

4§§:+1
_ (482 +1 _ 0
B, = B, =|————I|B,, (3.3-68)
42 +1 42+ 1

Figure 3-27 illustrates the same Costas loop design with a noncoherent
AGC included. The threshold and operating point loop parameters are now
given by

C K7? C.Kt
_ 072 I
¢ = ar, B, = ar (3.3-69)
C
¢= /=%, = (3.3-70)
C, °
N B
1+
2 PO
, C ol g
4§0 C_O +1 1 +—P—
B = |———|B,_ = B, . (3.3-71)
L 4((2) +1 Lo 4{(2) +1 LO
1+(SNR !
L. T o (3.3-72)

O

o 1+(SNR)!

where

C=K? P = input signal power to Costas loop at operating point

AGC
Co =K% Py = input signal power to Costas loop at threshold
VR 220 put SNR at threshold
0o = NOB = input at thresho
A p
SNR = —— = input SNR at operating point
N,B
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Figure 3-28 illustrates B, /By, as a function of P/P; for various values of
P/N,B in dB. The case of no AGC, as computed from (3.3-68), is also shown
for comparison.

3.3.5 Lock Detector Considerations

A lock detector generates a signal which indicates to the receiver when to
switch from the sync acquisition to tracking mode of operation and vice versa.
Such supervision of acquisition to tracking handover is ordinarily accom-
plished in two stages, the first being an indication of when to make the switch
and the second being a verification (typically a specific algorithm) as to
whether or not to proceed with the switch. The end result of this two-stage
operation is a decision to declare in-lock and initiate carrier tracking if the
loop was previously out-of-lock or to declare the loop out-of-lock and reiniti-
ate carrier acquisition if the loop was previously in-lock.

A lock detector for suppressed carrier biphase reception is illustrated in
Fig. 3-29. The 72 - Q? signal derived from the [ and Q signals produced by
the Costas loop (see Fig. 3-25) is low-pass filtered to produce a voltage V
which, when compared to a fixed threshold &, is used to decide whether or

4.5~

a0k / Po/NgB = —104d8B e

Fig. 3-28. Loop bandwidth expansion as a function of change in carrier power level with
threshold signal-to-noise ratio in the IF bandwidth as a parameter
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LPF V | THRESHOLD LOCK IN-LOCK OR
@-’ (B ) i COMPARISON - DETECTOR p—t> OUT-OF-LOCK
— LD (5) ALGORITHM DECISION

Fig. 3-29. A lock detector for suppressed carrier biphase signais

not to proceed with the lock verification algorithm. The mathematical analysis
which describes the operation of the lock detector is now presented.

If, for simplicity, we assume all multiplier gains equal to unity in the
Costas loop, then from Fig. 3-25 and (3.3-15), we have that the loop error
voltage is given by

J,_— loop phase error

—

21Q) = Pm*(t)sin 20(t) + v, [t,20()] } (3.3-73)
R

equivalent
additive
noise

' where v, [t, 2¢] is again given by (3.3-16). By similar analysis, it can be
shown that the lock detector voltage has the identical form of (3.3-73) except
that sin 2y is replaced by cos 2¢ and v, [z, 2¢] is replaced by v, [¢, 29 + 7/2],
namely,

I* - Q% = Pm*(t)cos 20(t) +v, [t, 20(1) +%:| (3.3.74)

The consequence of replacing 2¢ by 2¢ + 7/2 in v, is merely of mathematical
curiosity since both v, [z, 2¢] and v, [¢, 2¢ + 7/2] have identical noise spectral
densities, namely N, (see (3.3-19)) which is all that is important from a per-
formance standpoint.

Typically, the lock detector is designed such that the noise bandwidth B, ;,

of the low-pass filter which acts on the /2 - Q? signal is small compared to
the data symbol rate R; i.e., BLD/RS << 1. Thus under this assumption the
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filter output voltage V' can be approximated as a Gaussian random variable
with mean V' (which depends on whether the loop is in-lock or out-of-lock)

and variance 012,.

When the loop is out-of-lock, it is reasonable to assume that the phase
error 2¢ is uniformly distributed on (0, 27), in which case

or =0
(3.3-75)
2 _
o, =N Bip
Alternately when the loop is in-lock, we can set ¢ =0 and thus®
Vi, = PK,
(3.3-76)
2 _
oy = NeBrp

where K, is the modulation distortion factor defined in (3.3-17).

3.3.5.1 Detection probabilities. Since V is assumed to be Gaussian, then the
probability of crossing the threshold is given by

a _1 S-V\N_11,_ 5-V
p =Pr{V>6} 2erfc(\/iol/) 2[1 erf(\/jov )]

(3.3-77)
For the in-lock condition, we use (3.3-76) in (3.3-77) to give
p =il +erf %"(1 - 5,) (3.3-78)
where 6, is the normalized threshold, namely,
5, = —78— - % (3.3-79)
LL. 2

and p; p, is the effective lock detector signal-to-noise ratio defined by

SFor the lock detector performance during in-lock conditions, we shall assume perfect car-
rier tracking,
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1>

Prp

Vi, PR =<£S) (—BL ) (3.3-80)
of, NBip \4 L) \Byp .

with p, B, , and S, as defined in (3.3-27). For the out-of-lock condition, the
use of (3.3-75) in (3.3-77) produces

p = %;1 - erfl: oL 50]} (3.2:81)

3.3.5.2 Lock detection performance measures. Lock detection performance is
typically measured by false alarm probability P, and mean time to false
alarm T, when the loop is out-of-lock, and false dismissal probability P,
and mean time to false dismissal 75, when the loop is in-lock. These perfor-
mance measures are defined below:

Pp, = probability that loop is declared in-lock (and thus sweep is termi-
nated) when loop is indeed out-of-lock

T, .4 = mean time for a false alarm event to occur

P, = probability that loop is declared out-of-lock (and thus sweep is
reinitiated) when loop is indeed in-lock

TFD = mean time for a false dismissal event to occur

In order to evaluate these performance measures and express them in terms of
the detection probabilities of the previous subsections, or equivalently, the
tracking loop and lock detector parameters, one must specify a specific lock
detector verification algorithm.

3.3.5.3 Lock detector algorithm and false alarm performance. As an example,
consider that an in-lock condition is declared only if the threshold is exceeded
twice in succession. A Markov state diagram corresponding to this simple
algorithm is illustrated in Fig. 3-30. Here, the transition probability p is the
probability of ¥V exceeding the threshold as given by (3.3-81) and g=1-p is
the probability that ¥ does not exceed the threshold. Furthermore, T;;i=0, 1
is the dwell time for state i;i=0, 1; e.g., T, corresponds to the time between
successive samplings (tests) of the threshold output.

The analysis that produces P, and Tp4 from Fig. 3-30 follows the well-

known theory associated with finite Markov chains [3-34]. In particular, we
have that
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VERIFICATION
STATE

ABSORBING STATE

Fig. 3-30. A Markov state representation of a lock detector algorithm for declaring
in-lock given an out-of-lock condition

Py = (plo.L.)2

(3.3-82)
= _ To+(p|0.L.)T1
k1, )

3.3.5.4 Lock detection algorithm and false dismissal performance. Using a
similar algorithm (see Fig. 3-31) to determine an out-of-lock condition when
the loop is indeed in-lock, namely out-of-lock is declared only if the threshold
is not exceeded rwice in succession, we arrive at the following false dismissal
performance measures:

_ 2. = 1-
Ppp =Gl )% aly, = 1-pl,

(3.3-83)
Tot(l, )T,

(ql,, )?

=)

FD

3.3.5.5 Lock detector performance. Combining (3.3-78) and (3.3-81) with
(3.3-82) and (3.3-83), we can write the relations

_ 1 Prp

Ploy, = VP, =~erfe| /=8, (3.3-842)
- _ | Prp

qaly, = VP, = Ferfe| /== (1-8,) (3.3-84b)
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VERIFICATION
STATE

ABSORBING
STATE

Fig. 3-31. A Markov state representation of a lock detector algorithm for declaring
out-of-lock given an in-lock condition

Eliminating the normalized threshold &, between the above two equations and
rewriting the lock detector signal-to-noise ratio p; , in the form

s p N\ (B) Rag (R
Po “\anB, )°L\B |~ 4°L\B | (3.3-85)
where
PT
R, =—
d NO
and
1
R =—
s Ts

gives the lock detector performance equation

R R
erfc™ 2 V/P, ) terfc™t (2V/P, ) = ?" S, (B—s) (3.3-86)
LD

Figures 3-32 and 3-33 illustrate the behavior of (3.3-86) for NRZ data and
two different values of false alarm probability. In each case the squaring loss
has been minimized by proper selection of arm-filter-bandwidth-to-data-rate
ratio as per the discussion previously given for Costas loop carrier tracking.
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PROBABILITY OF FALSE DISMISSAL

WO T T T T T T T T T T T

PFA =0.1
NRZ DATA

Fig. 3-32. False dismissal probability vs detection signal-to-noise ratio (P ra=0.1)
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PROBABILITY OF FALSE DISMISSAL

1 [ I 1 | | ! | I | I 1 _
Pea =001
[ NRZ DATA

11l

Fig. 3-33.

False dismissal probability vs detection signal-to-noise ratio (P, = 0.01)
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Chapter 4
Radio Tracking System

Julian C. Breidenthal and Tomas A. Komarek

4.1 Introduction

This chapter describes the principles and techniques of deep space radio
tracking. The emphasis here is on the measurement functions of radio tracking,
since the problems of establishing and maintaining radio contact are well covered
elsewhere in this book.

The organization of this chapter is deductive, that is, it proceeds from a gen-
eral description to increasing levels of detail. An effort has been made, however,
to stop at the level of detail that might be found in the “Theory of Operation”
section in a particular instrument’s operation manual. This section briefly
describes the tracking system and how it is used. Section 4.2 describes the uses
of tracking data, which motivate the specific measurements made. Section 4.3
focuses on measurement techniques, while Section 4.4 examines the errors
inherent in these measurements.

4.1.1 Purpose

The radio tracking system has a dual purpose for deep space exploration.
First, the radio tracking system performs radiometric functions in which infor-
mation is obtained on spacecraft position, the radio propagation medium, and
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the properties of the solar system. This information makes important contribu-
tions both to the navigation of spacecraft and to the scientific value of deep
space missions. Second, the tracking system provides radio frequency carriers
and additional reference signals that are used for telemetry and command func-
tions. The latter function is discussed elsewhere in this book.

4.1.2 System Description

The tracking system consists of all equipment that is used to generate radio
signals to and from the spacecraft and to receive, track, and record the proper-
ties of these signals. The actual elements of the system differ depending on
whether two-way (round-trip) or one-way measurements are being made.

The two-way system begins with a Deep Space Station frequency standard,
exciter system, transmitter, and microwave system, which are used to generate
an S-band (2-GHz) radio frequency carrier signal.! This signal can be modulated
by command or ranging signals and is then amplified to a power level of 20kW or
more (Fig. 4-1). The resulting radio wave is then collimated and directed toward
the spacecraft by a 34- or 64-m parabolic antenna and an associated pointing
system. The radio wave from the earth is intercepted and focused by an antenna
on the spacecraft.

The spacecraft receiver uses a phase-locked loop to lock on to and track the
uplink carrier, producing a reference signal whose phase is coherent with the
uplink carrier (Fig. 4-2). This reference signal is used to demodulate ranging and
command signals from the uplink carrier.

The ranging signal demodulated by the receiver is passed through a bandpass
filter with a typical bandwidth of 1.5 MHz. This baseband ranging signal is
controlled in amplitude to provide a constant power of the signal and uplink
noise combined. Additionally, sine wave signals in the range 0.5 to 20 MHz are
generated for differential one-way ranging (DOR). These DOR signals are ob-
tained by frequency division from either the received carrier or from another
oscillator on board the spacecraft. Both baseband ranging signals, the ranging
signal from the uplink and the DOR signal, can be used to modulate the down-
link carrier.

The downlink exciters coherently multiply the receiver reference frequency
to obtain S- and X-band carrier signals that are slightly higher in frequency than
the received carrier signals, by the ratio 240/221 for S-band and 880/221 for
X-band. Alternatively, fixed frequencies unrelated to the uplink carrier, from
either an auxiliary crystal oscillator or an ultrastable crystal oscillator, can

lor possibly also X-band (8 GHz) on some spacecraft.

124




ANTENNA OPEN-LCOP RECORDING OPEN-LOOP
— —a-
POINTING ANGLE DATA RECEIVERS EQUIPMENT DATA
- AGC
CLOSED-LOOP RANGING RANGE
—a
ANTENNA MASERS | RECEIVERS ~{ EQUIPMENT DATA
COHERENT
CARRIER
REFERENCE
DOPPLER DOPPLER
EQUIPMENT DATA
- FREQUENCY 70
TRANSMITTER EXCITER STANDARD RECEIVE RS

t

COMMAND
MODULATION

AUXILIARY
OSCILLATOR

Fig. 4-1. Ground tracking system block diagram

SPACECRAFT DSS

ULTRASTABLE ANTENNA
I . OSCILLATOR POINTING
COHERENT
\ 4 ® CARRIER
I REFERENCE
DOR RANGING PHASE-LOCKED
FREQUENCY SIGNAL LooP ANTENNAS
MULTIPLICATION| CONDITIONING RECEIVER

!

EXCITER

P

TRANSMITTER

f

TELEMETRY
MODULATION

Fig. 4-2. Spacecraft tracking system block diagram

125




be used to generate the downlink carriers. The exciters also phase modulate the
downlink carrier signals with ranging and DOR modulation. The phase-
modulated signals are then amplified by a transmitter and collimated by an
antenna for transmission back to earth.

The radio waves from the spacecraft are intercepted and focused by a 34- or
64-m antenna on the earth and are immediately amplified by a low-noise maser
amplifier. The amplified signal can then be received in one of two distinct
manners: either open loop, in which a programmed local oscillator is used to
translate the received signal to an intermediate frequency for subsequent record-
ing, or closed loop, in which a phase-locked loop is used to produce a reference
signal coherent with the received signal. In the latter case, the reference signal is
used to demodulate telemetry and ranging signals and estimate the difference in
frequency between the reference signal and the received signal (doppler fre-
quency). Separate equipment can be used to estimate the time delay between
the transmitted and received ranging modulation (ranging) or the relative time
delay between two stations (DOR).

The one-way tracking system begins with the spacecraft oscillator and pro-
ceeds through the ground system in the same manner as the two-way system,
with the exception that round-trip ranging cannot be performed.

The tracking system produces the following outputs:

(1) Coherent carrier reference signals.

(2) Frequency of received signal (doppler).

(3) Round-trip time delay to spacecraft (range).

(4) Direction of received signal (angles).

(5) Intensity of received signal (AGC).

(6) Recordings of waveform and spectrum of received signal (open-loop
recording).

4.1.3 Tracking Technique

The following paragraphs describe the various ways in which the telecommun-
ication link can be configured for radio tracking. An often used equivalent
description of tracking mode specifies the type of measurement being made. For
instance, guided by the list of outputs above, the terms are “coherent carrier
tracking,” “doppler tracking,” “range tracking,” “‘angle tracking,” etc.

LA INT3

(1) One-way tracking. The spacecraft generates a radio signal (a downlink)
from an onboard oscillator that is then received and tracked by an earth-
based receiver. No transmission is made to the spacecraft.
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Two-way tracking. An earth-based transmitter generates a radio signal
(an uplink) that is tracked by the spacecraft receiver. The spacecraft
transmits a downlink that is coherent with the uplink, which is then
tracked by an earth-based receiver using the same frequency standard
and antenna as the original earth-based transmitter (Fig. 4-3).

Three-way tracking. Two-way tracking is performed by one earth-based
station, while another station using either a different frequency standard
or a different antenna tracks the downlink.

Two-way noncoherent tracking. Identical to two-way tracking, except
that the spacecraft transmits a downlink that is not coherent with the
uplink, but is derived instead from a free-running onboard oscillator,
usually an ultrastable crystal oscillator.

4.2 Uses of Tracking Data
4.2.1 Navigation

4.2.1.1

Doppler frequency. Consider the distance between a spacecraft and an

earth-based tracking station. Under the assumption that the distance to the
spacecraft is large compared to the radius of the earth, Hamilton and Melbourne
have shown that this distance obeys the formula [4-1, 4-2]

where
10)
r(?)

p(1) = r(f)+ wr cos b sin(wi+¢+A+a ) 4.2-1)

= time derivative of distance between spacecraft and tracking station

fl

time derivative of distance between spacecraft and center of earth
= angular rotation rate of earth, rad/sec

= distance of tracking station from earth rotation axis

= declination of spacecraft

= time past epoch

= phase angle that depends on epoch

= longitude of tracking station

= right ascension of spacecraft
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Fig. 4-3. Transmitting and receiving configuration for two- and three-way data

The coordinates to which the Hamilton-Melbourne equation applies are
described in Fig. 4-4.

It is possible to measure p(¢) by observing the change in frequency intro-
duced on a radio link between the spacecraft and the tracking station. This
change in frequency arises as a consequence of the Lorentz transformation in
the special theory of relativity. In the simplest possible case the spacecraft
would transmit a constant known frequency f, and the tracking station would
receive a frequency [4-3]

fp = 1fp(1-Bcosb) (4.2-2)
where
fp =  received frequency
fr =  transmitted frequency
v =  magnitude of spacecraft velocity
¢ =  speed of light
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B= v
v= UV1-§
6 = angle between spacecraft velocity vector and vector from receiver

to spacecraft

If the spacecraft motion is purely along the line of sight, then the received
frequency is

N
fe = o5 fr=0-01; (4.2-3)
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if p<<c. The one-way doppler frequency is then
=5 -f =-Lr 4.2-4
Ipp Ehr =g (4.2-4)

Substitution of (4.2-1) shows that the doppler frequency will undergo a
sinusoidal variation due to the rotation of the earth, about a mean which varies
slowly due to the relative motion between the spacecraft and the earth (Fig. 4-5).
Whenever the station location and the transmitted frequency are known, the
declination of the spacecraft may be found from the amplitude of the sin-
usoidal variation, and the right ascension from the phase of the sinusoid. The
geocentric velocity may be found from the mean value, and the geocentric
acceleration from changes in the mean value of the sinusoid [4-4, 4-5] .

Practical measurements of doppler frequency almost always make use of two-
way or three-way techniques, in which an earth-based reference oscillator trans-
mits a signal to the spacecraft, where it is coherently multiplied in frequency,
retransmitted, and subsequently received at the original transmitter (two way)
or another earth station (three way). These two round-trip techniques are
preferred because the most stable reference oscillators, e.g., a hydrogen maser,
are too massive for spacecraft use. Then (4.2-2) must be modified for practical
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Fig. 4-5. Schematic illustration of doppler observable
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measurements to take into account several other effects. These are the change in
radial velocity between the tracking station and spacecraft during the time of
flight of the radio signal, the spacecraft coherent frequency multiplication,
general relativistic effects, and errors in frequency introduced by hardware and
refractive media. The first three items are discussed in detail in [4-6] ; the obser-
vation errors are discussed in Section 4.4.

It is possible to determine the orbit of a spacecraft inside the solar system
using measurements of doppler frequency alone. Three parameters are needed to
describe the position, and three parameters are needed to describe the velocity of
the spacecraft, giving a total ot six independent parameters that must be ob-
tained from observations of the doppler frequency. A single day’s observation
can provide the right ascension, declination, and geocentric radial velocity;
differencing the results with a second day’s observation indirectly gives the
velocity in right ascension and declination and the geocentric radial acceleration.
Thus, we have found within a short time six parameters describing the location
and motion of the spacecraft. However, only five of these parameters relate di-
rectly to the parameters describing position and velocity. The radial distance to
the spacecraft has not been measured directly, but remains hidden in a combina-
tion of the radial acceleration with the other observed parameters.

In this case a model of the dynamics of the solar system is constructed, and
the equations of motion for the spacecraft are integrated forward from some
instant when the spacecraft position and velocity are known (e.g., immediately
after launch) to obtain a predicted trajectory. Then the actual measurements are
compared to the measurements that would have been obtained had the space-
craft followed the predicted trajectory, and the parameters of the original model
are adjusted to minimize the weighted squares of the differences between the
actual and predicted measurements. The radial distance to the spacecraft can
then be determined from the model trajectory. This process is termed orbit
determination and is usually repeated frequently for any one spacecraft (see
Fig. 4-6). The accuracy of orbit determination depends on the accuracy of the
measurements, the geometric characteristics of the trajectory, the time span
over which the observations are made, and the accuracy of earlier knowledge of
the model parameters.

4.2.1.2 Ranging. As described previously, it is possible to determine the posi-
tion of a spacecraft inside the solar system using only measurements of doppler
frequency and the equations of motion of the spacecraft. However, in the pres-
ence of noise and limited spans of data, and in some geometries, the position can
be determined much more accurately if an independent measurement of the
distance to the spacecraft is made [4-2, Table 1].

Furthermore, the velocity given in (4.2-1) has approximately the same sinu-
soidal component for all declinations with cosines near unity, making it diffi-

cult to measure declinations less than 5 deg [4-7]. In this case it is desirable to
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measure the difference in range from two stations simultaneously or near-
simultaneously (Figs. 4-7 and 4-8). For ideally located stations this would give

p,~ P, = Dsin 6

(4.2-5)

where
p; = distance between station 7/ and spacecraft
= distance between stations perpendicular to the earth’s equator
& = declination of spacecraft

which is much less sensitive to errors near zero declination.
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Fig. 4-7. Simultaneous ranging from two stations

The distance between a spacecraft and a tracking station may be measured by
impressing modulation on the radio signal from the station to the spacecraft. If
the modulation is retransmitted by the spacecraft and received on the ground, it
will have been delayed by a time equal to the time of flight of the radio signal.
For instance, suppose that a continuous sinusoidal modulation A cos w? is
placed on the carrier to the spacecraft. The modulation subsequently received at
time 7 will be B cos w [£-(p, +py)/v,], and the cross-correlation between the
transmitted and received modulation will be

t +T +
0 P P
n = 17[ A cos wt B cos w (t—%i) dt (4.2-6)
% g
_ AB w . 1
=5 cos Tg- (o, tp,), if T>> o 4.2-7)

where

n = cross-correlation between transmitted and received waveforms
A4,B = amplitude of transmitted and detected modulation, respectively

w = angular frequency of modulation
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T = correlation interval

¢t = start of correlation interval
p, = distance to spacecraft on uplink
Py = distance to spacecraft on downlink

v_ = velocity of propagation of modulation

The round-trip distance may then be found from

vo =& oot 2L 4 omy (4.2-8)
PuPa =7 AB '
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The ambiguity factor N, which arises in any modulation of finite period,
must in general be determined by independent means, e.g., by extrapolation
from previous knowledge of the spacecraft trajectory. There is an obvious
tradeoff between how accurately NV can be predicted and the precision with
which the round-trip distance can be measured; higher modulation frequencies
can yield more precise determination of distance, but place more stringent
demands on the fractional error of . This tradeoff is usually circumvented by
using a succession of frequencies, in which the highest frequency determines the
precision of the measurement, the lowest frequency determines the required
accuracy of prediction of N, and the intervening frequencies provide enough
information to determine the precise ambiguity of the highest frequency [4-8].

It should be noted that the time delays introduced by hardware must be
removed so that the measured time delay corresponds to a distance, and that
certainly some assumption must be made about the speed of propagation of the
ranging modulation. This calibration process is described in detail in Section 4.4.

4.2.1.3 Very long baseline interferometry. This subsection, as edited, is adapted
extensively from an article by D. W. Curkendall [4-7].

In very long baseline interferometry (VLBI), each of two widely spaced
antennas observes a single (broad band) radio source, e.g., a quasar, simultane-
ously recording the received signal over a specified frequency interval. The
recordings of the received voltage (Fig. 4-9) are digitized at the one-bit level,
and timing information is added so that the recordings may be cross-correlated
later when brought to a central site. The (expected) cross-correlation function
can be shown to be approximately [4-9]

_ sinTWAT
E(R(t, A7) = “aWAs  COS (1) (4.2-9)
where
AT = T Tm
T, = geometric delay as shown in Fig. 4-8
T, = @ prior delay estimate inserted to bring the correlation function to

near its maximum during data processing
W = bandwidth of recorded signal
¢, = w, AT

w. = frequency at the center of the bandpass
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Fig. 4-9. Measuring differenced time delay with VLBI

Using typical values of 2300 MHz and 2 MHz as the RF and recorded band-
width, respectively, this correlation function goes through one complete cycle
for every change in A7 equal to the period of the RF frequency (<5.0 nsec).
In addition it also manifests a (sin x)/x characteristic envelope reaching its first
null at 0.5 usec delay. These two components are called, respectively, “fringes”
and the “delay resolution function.” For these same typical values, T, (or
equivalently Ap/c, Fig. 4-8) can be measured directly, by adjusting 7, s0 as to
maximize the delay resolution function, to an order of 10-nsec precision (3 m
in one-way distance). More powerful measurements can be obtained, however,
in each of two conceptually different ways:

(1) Observation of the source continuously over the common visibility
period of the two stations (approximately 4 hr on the baseline afforded
by the DSN for sources near the ecliptic) produces a continuous record
of the phase of the fringes versus time. The record thus obtained will
contain a diurnal sinusoidal modulation term due to the earth’s rotation,
whose phase and amplitude are parametric in the source location and
baseline parameters. This is exactly analogous to the single-station
coherent doppler tracking, except that the equatorial baseline projec-

tion and longitude play the roles of the distance off the spin axis, r;, and
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station longitude, A, respectively. The differential frequency of the two
clocks replaces the geocentric velocity term observed by the coherent
data.

(2) Observation of the source at a second center frequency, w,, produces a
second measurement of the fringe phase, ¢,,ata single instant of time.
Because

0

ow £ w,”w
a direct measurement of 7, can be obtained in the short time required to
achieve a high S/N for the ¢ measurements (typically 10 min). This is the
“bandwidth synthesis™ technique, so-called because large effective band-
widths can be obtained without the need for commensurate high record-
ing rates [4-9, 4-10]. The geometry is exactly as for the differenced
range measurement already discussed (cf Figs. 4-6 and 4-8); the 7
measurement obtained can be used directly to estimate either the base-
line projection or source location.

Equivalently 7, may be determined by cross-correlating a modulated
spacecraft carrier received at the two VLBI antennas, and applying
(4.2-7) and (4.2-8) with the quantity (p, + 0, )/v replaced by Ty Repeti-
tion of this technique, alternating between a spacecraft and a quasar,
reduces several error sources (notably clock and media effects), and is
known as differential one-way ranging (DOR). Again, the geometry is
the same as for differenced range, but DOR is usually only used to
estimate the spacecraft location; quasar location and baseline projection
are assumed known.

With spanned bandwidths, w, - w,, on the order of 40 MHz, the preci-
sion of the measurement can easily be brought to the centimeter level;
its accuracy is dominated by other effects such as clock performance and
systematic calibration errors.

When estimating source locations with this method, a second baseline
is usually employed for the second component of position. An effective
combination for the two baselines is to have a large polar component
associated with the first and a large equatorial projection associated with
the second so that they can produce largely uncorrelated estimates of
right ascension and declination.

Thus, these two methods, often referred to as narrow- and wide-band VLBI,
respectively, have a one-to-one correspondence with the two coherent modes,
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doppler and differenced ranging, normally used for spacecraft tracking. Their
normal applications complement each other in a bootstrap process. VLBI is
usually employed to estimate the station baselines; precise source coordinates
are needed to enable this. Coherent tracking is normally used to estimate the
spacecraft coordinates; precision station locations are needed for this task.

4.2.2 Radio Science

Each of the parameters of an electromagnetic wave that may be measured,
namely, its frequency, phase and group delay, intensity, and polarization, is
affected by the properties of the media traversed by the wave. Because the radio
waves to and from the spacecraft traverse so many media, these signals have
proven to be a rich and complex source of information about the solar system.
This is especially true when measurements of several electromagnetic param-
eters are combined together or combined with some other complementary
observation.

The following sections describe the most important of the uses to which
tracking data have been put so far. New uses are constantly being devised;
therefore, the reader is also encouraged to take advantage of the scientific
literature. Comprehensive descriptions of the uses of spacecraft radio signals
are contained in [4-11], [4-12], and [4-13]. A more extensive guide to refer-
ences appears in the appendix.

4.2.2.1 Mass and gravity fields of planets and satellites. The motion of a space-
craft over almost all of its journey through the solar system is governed by the
gravitational fields it encounters. The motion can, of course, be discerned
through doppler, ranging, and VLBI measurements, so the spacecraft becomes a
test probe for the gravity fields through which it moves. The acceleration in-
duced during planetary encounters or orbits is usually large enough so that the
total mass of a planet can be determined, as well as several moments of the mass
distribution. This information can be used to limit the class of plausible interior
models of the planet, including its chemical composition. Due to their smaller
effects, it has only been possible to measure the total mass of satellites, although
some higher moments might be determined for the largest satellites in the future.

4.2.2.2 Pressure, temperature, and composition of atmosphere. Measurements
of the received frequency of the radio signals from a spacecraft during planetary
occultation can provide information on the angle of refraction in a planetary
atmosphere. Knowledge of this angle and the spacecraft trajectory makes it
possible to estimate the index of refraction as a function of height, which in
turn can determine the relative temperature and pressure as a function of height.
Knowledge of atmospheric composition can make these profiles absolute.

The intensity of radio signals passing through an atmosphere provides an
independent measurement of the index of refraction as a function of height, in
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this case because differential refraction leads to defocusing of the signal colli-
mated by the spacecraft antenna. In addition, the loss due to microwave absorp-
tion or scattering by cloud condensates, vapors, or primary atmospheric constit-
uents at low altitudes can provide information on the location, density, and
other characteristics of the absorbing or scattering material.

4.2.2.3 Electron density of ionospheres, solar corona, and the interplanetary
medium. The velocity of propagation of radio waves in a tenuous plasma depends
on both the average density of electrons in the plasma and, inversely, on the
frequency of the wave squared (4.4-6, 4.4-7). Knowing the distance to the
spacecraft, and measuring the difference in arrival time of signals at two fre-
quencies, one can infer the average electron density along the ray path. If this
difference is observed over a period of time, it is possible to infer the density
distribution of plasma about the solar system or within the solar corona. Simi-
larly, the difference in doppler frequency during a planetary occultation can be
used to infer the distribution of plasma in an ionosphere.

4.2.2.4 Experiments in general relativity. The gravitational field of the sun
induces an extra time delay on radio signals passing near the sun. The photons
comprising the radio waves to and from the spacecraft are deflected in a manner
similar to the deflection of massive particles in a hyperbolic trajectory around
the sun, although the effect has a different magnitude. The effect is largest for
ray paths that graze the solar limb, and measurements of the round-trip signal
delay to a spacecraft have provided the most sensitive test so far of ray bending
by the sun’s mass.

An important experiment in general relativity that has not yet been per-
formed, but which is in development at the time of this writing, concerns the
detection of gravitational radiation. Hypothetical bursts of gravitational radia-
tion, arising possibly from the collapse of galactic nuclei into extremely massive
black holes, would induce a characteristic three-pulse response in the measure-
ments of two-way doppler frequency. This response is due to small changes in
ground and spacecraft oscillator frequency caused by a temporary general rela-
tivistic red shift within the passing gravitational wave. If sufficient frequency
stability of spacecraft radio signals can be obtained, it is possible that the char-
acteristic signature of gravitational radiation may be found in two-way doppler
frequency.

Finally, it is also possible to measure the general relativistic red shift of
spacecraft oscillators within the gravity field of Jupiter and Saturn to an accuracy
of approximately 1%. While this is not competitive with experiments performed
on earth-orbiting spacecraft, measurements at Jupiter and Saturn constitute
independent and simpler tests.
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4.3 Measurement Techniques

Measurements with the tracking system are made with several hardware
assemblies which are described below: the Metric Data Assembly, the Ranging
Demodulator Assemblies, the Planetary Ranging Assembly, and the Radio Sci-
ence Subsystem (Fig. 4-10).

4.3.1 Metric Data Assembly

The Metric Data Assembly (MDA) measures the frequency of the doppler
signal obtained from the doppler extractor of the Receiver-Exciter Subsystem
(Fig. 4-11). Additionally, the Metric Data Assembly controls many of the
ground elements of the tracking system and provides radiometric data transfer
to and from a ground station, although these functions are not discussed here.

The measurement of doppler frequency is performed by doppler counters
and resolvers within the MDA. The phase 8 (¢) of the doppler signal is continu-
ously measured by counting positive zero crossings of sin 6 (¢), and the count
is sampled at fixed time intervals 7' ranging from 0.1 to 60 sec (Fig. 4-12). The
resolver further refines the phase reading by measuring the elapsed time between
the latest sample point and the next following positive zero crossing. The time
interval is measured by a clock of a relatively high frequency? (100 MHz) so
that only a small quantization error results.

The doppler signal obtained from the Receiver-Exciter Subsystem is a biased
doppler signal. That is, instead of from (4.2-4), a one-way doppler signal is
obtained from

[y =t frtlsg=fp+1y (4.3-1)

f,, = biased doppler frequency

f,, = unbiased doppler frequency

fr = earthreceived carrier frequency

S = spacecraft transmitted carrier frequency

fg = doppler bias frequency (1 to +5 MHz)

The bias frequency is introduced to distinguish between the positive and nega-
tive doppler frequencies caused by approach or recession of a spacecraft.

2500 MHz in the future.
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sin 4(t)

'}

Fig. 4-12. Doppler counter and resolver parameters

The count of zero crossings performed by the doppler counters and the time
measured by the resolvers translate directly into an increment of phase during
the sampling interval given by

A0 = 2 [N(1)) - N(ty - T) - 1078 £ (n(5) - n(cy - TY)]  (4.32)

where

>
5
]

phase increment

t, = time at end of sampling interval

~
I

length of sampling interval

i

N doppler count at time ¢
n() = (X 108 = doppler resolver count at time ¢
t(f) = time measured by the resolver, sec

Since frequency is the time derivative of phase, the average biased doppler
frequency can be obtained from

Af

" T (4.3-3)

I
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and the average unbiased doppler frequency from
Iy = fé - Iy (4.3-4)

4.3.2 Ranging Demodulation Assemblies

Two Ranging Demodulator Assemblies (RDAs), one for S-band and one for
X-band, cross-correlate the received ranging signals with a ranging signal from the
Planetary Ranging Assembly (Figs. 4-13, 4-14, and 4-15). The ranging signal
from the Planetary Ranging Assembly is a square-wave model of the expected
received ranging signal, and is provided in two versions differing in phase by
90 deg. An intermediate frequency consisting of a 10-MHz carrier phase modu-
lated by the received ranging signal is provided by the Receiver-Exciter Subsys-
tem. This intermediate frequency is passed through a 1-MHz single-sided band-
width band-pass filter centered at 10 MHz and mixed with the model ranging
signals. The output of the mixers is a 10-MHz sine wave whose phase depends on
the relative phase between the model and received ranging signal. This phase
difference is then detected and averaged by mixing with a 10-MHz reference
signal and passing the signal through a low-pass filter to yield the final correla-
tion voltages [4-14].

4.3.3 Planetary Ranging Assembly

The Planetary Ranging Assembly (PRA) measures round-trip group delay
from the correlation voltages provided by the Ranging Demodulation Assemblies
(Fig. 4-13). The PRA generates a square-wave ranging signal, which is phase-
modulated on the uplink carrier by the Receiver-Exciter Subsystem, and also
generates a square-wave model of the ranging signal for use by the Ranging
Demodulation Assemblies. The PRA then estimates the time delay between the
transmitted and received ranging signal, the signal-to-noise ratio of the received
ranging signal, and the differenced range versus integrated doppler [4-14].

The transmitted ranging signal is generated by coherent frequency division
from the frequency reference used to generate the uplink carrier. Usually a code
consisting of a succession of frequencies is generated, starting with approximately
1 MHz and decreasing by factors of two to as low as approximately 1 Hz. This is
done in order to provide a precise determination of time delay up to an unavoid-
able ambiguity of 1 usec, and subsequently increase the size of the ambiguity to
a value which could easily be determined by other means.

The generation of the model ranging signal is similar to the generation of the
transmitted signal, although two factors complicate this process. First of all, the
received ranging signal has been shifted in frequency by coherent multiplication
in the spacecraft, by the doppler effect, and to a much smaller extent by inter-
vening refractive media. Obviously, it would be useless to attempt to measure
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CHANNEL 1

CHANNEL 2

-

CODE PHASE

DISPLACEMENT T

RANGING DEMODULATOR OUTPUT
- (=]

T ~

/—— SPACECRAFT CODE
__J 1 [

,‘_T_>| /—RECEIVER CODE
[ I [

TIME —»

A

Fig. 4-15. Ranging Demodulator output

range by cross-correlating two signals of different frequencies; therefore, a pro-
cess known as “‘doppler rate aiding” is used. In doppler rate aiding the reference
frequency used to generate the model code is modified to take account of the
downlink frequency shift. The reference frequency is identical to that used for
the transmitted code until a designated time 7. when the doppler signal from
the Receiver-Exciter Subsystem is mixed with the reference signal to obtain a
frequency equal to the reference plus the doppler frequency. Thereafter the
model code is coherent with the received code and cross-correlation becomes
meaningful.

Secondly, the received ranging signal necessarily is available for correlation
only after travelling to and from the spacecraft, possibly as long as several
hours after transmission. Thus, it is necessary to record the time of transmission
of a range code and arrange the model code to coincide with the predicted
arrival of the received code.

The time delay between the transmitted and received ranging signals and the
noise on the received signal are estimated by sampling the outputs of the Rang-
ing Demodulator Assemblies every 1/4 sec for a period of time and applying the
follewing formulas (see also Fig. 4-16):
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CH2

1 CH1

CORRELATION:
SQUARE WAVE-SQUARE WAVE
SINE WAVE-SQUARE WAVE

Fig. 4-16. Ranging Demodulator outputs with time delay as a parameter

For square-wave-square-wave correlation [4-14]:

t.
H

VCHZ T 7
_ =0
T = : : 7 0<r<o (4.3-5)
Z VC’HI + Z VCHZ
t=0 =0
t.
14
2 Vem
= =0 T T 3T
T = 2- e —
’i 3 27 <7< 2
Z VCHI + Z VCH2
=0 =0 (4.3-6)
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CH2 -
_ =0 T 3T
T = 4+ : : et 4<T<T
Vern| ¥ Vern
=0 =0
(4.3-7)
z, 1 2
il 1
P Z Ve | Z Ver )
~- = Bandwidth - =0 - ’2‘° (4.3-8)
° % * %
For sine-wave-square-wave correlation [4-16]:
t.
1]
r Vern
= -1 _t_f_____. R
T= 5, tan : (4.3-9)
Vers
=0

where ¢, = correlation interval, and T = period of ranging signal.

In the presence of time varying dispersive media, for instance, when the
ranging signal passes through the interplanetary plasma, the doppler rate aiding
scheme described above will not be exact. This is because the phase delay mea-
sured by doppler will evolve differently from the group delay measured by
range, causing the received code to drift from the model code. This drift
between successive estimates of range is called differenced range versus inte-
grated doppler (DRVID) and is measured continuously by the Planetary Ranging
Assembly.

4.3.4 Radio Science Subsystem

Open-loop recording performed by the Radio Science Subsystem is usually -

considered to be part of the Radio Science System rather than the tracking sys-
tem, but is included here because of its importance in the use of tracking data,
for both navigation and radio science.
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The open-loop recorders in the Radio Science Subsystem are used to record
on tape spacecraft waveforms that have been translated to baseband by the
open-loop receivers (Fig. 4-17). Open-loop recordings are used to determine
the spectrum of a spacecraft signal in radio science experiments, or to deter-
mine the group delay of quasar or spacecraft radio signals in VLBI or DOR
measurements. Additionally, these recordings are made for two orthogonal
polarizations for each frequency band recorded, e.g., in right-circular and left-
circular polarization. This makes it possible to determine the orientation of a
received linear polarization (from the relative phase between the circular com-
ponents) or the degree of depolarization of any initially known polarization
(from the relative amplitude, or noise on the relative phase between the circular
components).

Two types of recording devices are employed, which may be used indepen-
dently or in combination. The Occultation Data Assembly (ODA) performs an
8- or 12-bit analog-to-digital conversion of the voltages applied to four input
channels and records the results on a computer-compatible tape, up to a band-
width of 10 kHz per channel (narrow bandwidth recording). The ODA also
controls the local oscillator for open-loop receivers and records frequency
control and measurement information along with the digitized voltages.

The Digital Recording Assembly (DRA) performs an 8-bit analog-to-digital
conversion of one channel, or 1-bit conversion of up to 28 channels, up to a
bandwidth of 2 MHz per channel. The DRA can be used to record a single wide-
band signal from an open-loop receiver (wide bandwidth recording), or the
signals of four receivers which have been stacked in frequency by the ODA to
form a single composite signal (medium bandwidth recording).

4.4 System Error Control

The tracking system capability allows measurement of the combined effects
of spacecraft velocity and propagation media variation with an accuracy of
better than 0.1 mm/sec rms for frequency observations integrated for 60 sec.
Range measurements of the combined effects of spacecraft position and media
time delay can be measured to an accuracy of better than 2.0 m rms, for range
measurements integrated over 60 sec [4-17]. It is expected that VLBI measure-
ments will yield angular accuracies of a few tens of milliarcseconds. Each of
these numbers assumes signal-to-noise ratios typical of deep space missions.

Actual measurements of spacecraft position and velocity do not achieve these
accuracies because of errors introduced in calibration for the media effects
discussed in Subsections 4.4.1.1 and 4.4.1.2. Final determinations of velocity
and range achieve accuracies of approximately 1 mm/sec and 30 m, respectively.
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4.4.1 Sources of Error

4.4.1.1 Troposphere. The effective path length of an electromagnetic wave in a
refractive medium is

s = f ndl (4.4-1)
path
where
s = effective path length
n = index of refraction =¢/y <1
dl = element of length along the ray path

In general, the index of refraction is a function of frequency and location,
but the frequency dependence may be neglected for spacecraft radio signals in
the earth’s troposphere. The dependence on location cannot be neglected, and
through Snell’s law leads to bending of the ray path. The increase in path length
due to the troposphere ranges from 2 m at the zenith to 100 m at the horizon,
and the angular deflection ranges from zero at the zenith to 1/2 deg at the
horizon [4-18]. The difference in path length between S-band and X-band is
less than 1 cm.

The refractivity of the troposphere at a given location was approximated by
Smith and Weintraub [4-19] as

n= 776X 10‘6(ﬁ +4810 —U—) (4.42)
T T2
where

n = refractivity

= index of refraction=1+1n

pressure, mbar

n
P
T = temperature, K

U = water vapor partial pressure, mbar

The first term gives the refractivity of a dry atmosphere, and within 7 km of
the earth accounts for 90% of the total refractivity. The second term gives the
refractivity due to water vapor.
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The total refractivity at the zenith can be related to the surface weather con-
ditions, provided that the troposphere is assumed to be (1) in hydrostatic
equilibrium, (2) an ideal gas, (3) spherically symmetric, and (4) subject to con-
stant gravitational acceleration. Under these assumptions, the one-way range
corrections at the zenith for the dry and wet components of the atmosphere
are, respectively [4-18],

Apy, (90°) =227 P, (4.4-3)

U
°y ~ -3 _0
Ap ., (90)=D (3.733 X 10 —To ) (4.4-4)
where

Ap(90°) = increase in one-way range at zenith, mm
P, = surface pressure, mbar

T,

(=]

= surface temperature, K
U, = surface water vapor partial pressure, mbar
D = troposphere vertical dimension, mm
The one-way range correction for an arbitrary elevation angle can be obtained

by scaling Ap(90°) with the function R (), which is approximately 1/sin 8. An
empirical function for R (6), which is accurate to within a few percent?®, is

R(0) = [sin 6 +A/(tan 8 + B)] ! (4.4-5)
where
0 = elevation angle »
A = 1.43 X 1073 (dry), 3.5 X 107% (wet)
B = 445X 1072 (dry), 1.7 X 1072 (wet)

Systematic errors in phase and group delay measurements calibrated with
the above equations arise to the extent that the assumptions mentioned pre-
viously fail to describe the troposphere. Systematic errors in one-way range at
zenith of at least 2 cm for the dry component or 2 to 4 ¢cm for the wet compo-
nent have been noted [4-18]. The zenith errors are correspondingly increased
by R (6) at smaller elevation angles.

3 Numerical tables of greater accuracy can be obtained.
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4.4.1.2 Charged particles. It can be shown that the phase and group velocity of
an electromagnetic wave within a tenuous plasma have the following form
[4-20]:

vy =c¢ l:l + A N (x, t):\ (4.4-6)
p 2 e
f
A
v =c¢ [1 - — NJ(x, t):\ 4.4-7)
g 2 e
!
where
v, = phase velocity
v, = group velocity

¢ = speed of light in vacuum

= frequency of wave, Hz

Ne(x, ) = number density of electrons, m~ 3

A= e*/8n? m,=40.3 (mks)
e = charge on an electron, coulomb
m_ = mass of an electron, kg

e

Hence, the phase velocity is increased, and the group velocity is decreased by
the same amount, in the presence of a tenuous plasma.

4.4.1.2.1 Phase delay. The signal transmitted to a spacecraft is
g(r) = sin (2nf, 1) = sin 6 (7) (4.4-8)

The phase of the signal received at the spacecraft at time ¢ is the same as that
transmitted at time 7 - T

() = 277fu (r- Tu) (4.4-9)
where

6(?) = spacecraft received signal phase

f, = uplink frequency

T, = uplink phase transit time
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The transit time from a station (x = 0) to a spacecraft (x = p) may be found

from
p(® (1) _
T(t)=[ ﬁz[ dx [1- —’iN(x,z-” x)]
u v c 2 € 4
o P 0 1
-1 (p(t)— Ay (r)) (4.4-10)
c 2 u
I
where
t = time of arrival at the spacecraft
Iu(t) = integral of electron density along uplink ray path, or columnar

electron density, m~2

fp(f)

N (x,t— p—x)dx
€ c
0

Substituting T, into (4.5-9), one obtains for the received phase

Ogp = 217, [z_ %f) ; % [u(t)] (4.4-11)

u
corresponding to an instantaneous frequency

do .
_ 1 SR _ o(t A .
fSR - —271_ —df— - fu [l - -E—) + ;2' Iu(t):l (44‘12)

u

This is identical to (4.2-4) except for the last term, which is due to the time rate
of change of the columnar electron density.

The spacecraft received frequency is coherently multiplied by the spacecraft
and, neglecting the very small change in the downlink charged-particle effect
due to uplink radial motion and charged particles, yields the following equation
for the earth-received phase:

_ 2000-T)) 4 1
0.() = 2mKf, |- — + — <1u(z-Td)+ ]? Id(t))

cfu

(4.4-13)
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where

0 ()

p(t-T,) = spacecraft range at (-7,

earth-received phase

t = time of arrival at earth station

T, = downlink phase transit time
p(t-T,)
- c - - 2 A Id(t)
fgr (-1
1,() = downlink columnar electron content

K = transponder turnaround ratio
= 240/221 (S-band); 880/221 (X-band)

The instantaneous received frequency is, therefore,

u

a8 :
1 dog 2w A4 i1
Ir =53 = KL, [ - L= (1 +E2—1"):| (4.4-14)

Thus, the frequency of the received signal will be altered by any changes in
the columnar electron content. This change in frequency typically reaches
values at S-band corresponding to a velocity of about one millimeter per second
[4-18] due to the diurnal variation of the earth’s ionosphere, but can be cali-
brated by several means. For instance, since the effect of charged particles is
dependent on frequency, the difference in frequency between the S- and X-band
downlinks on some spacecraft yields a measure of the variation of the columnar
electron content on the downlink.

4.4.1.2.2 Group delay. Proceeding in the same manner as for phase delay, and
using (4.4-7), it is possible to show that the uplink group transit time is

o)
T - f dx_p@) A [ 4T) (4.4-15)
v C 2 u u
o & o,
where
T, = uplink group transit time
p(t) = true spacecraft range
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A = 40.3 (mks)
¢ = speed of light in vacuum

I = uplink columnar electron density

t = time of transmission from earth

t+T, = time of reception at spacecraft

f. = uplink frequency

The round-trip group transit time is

b+ PU+T,) 4 !
P —— +:f; (]u(l"l'Tu)‘l'FId(['FTu'f‘Td))

wtd I

(4.4-16)

where

>
i

transponder turnaround ratio

240/221 (S-band) or 880/221 (X-band)

As in the phase delay measurement, it is possible to measure the downlink
columnar electron content on spacecraft which have two downlink frequencies

_A4Af1 1
AT, , = —(f—2 - F) 1(t+T +T) (4.4-17)
1 2

The magnitude of the S-band group delay due to charged particles in the
earth’s ionosphere ranges from about 0.5 to 15m [4-18], while the group
delay due to interplanetary plasma ranges from about 10 m for spacecraft at
opposition at a distance of a few AU to 1 km or more for spacecraft at superior
conjunction.

4.4.1.2.3 Differenced range versus integrated doppler (DRVID). As the name
suggests, DRVID is defined as the difference between changes in the apparent
range as measured by phase and group delay [4-21]. The apparent phase delay
rate [)p is the output observable of doppler measurements. Integrating the phase
change between £, and ¢;, and subtracting it from the difference between two
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measurements of the group (ranging) delay, we get DRVID:

t

DRVID (1) = p,(t,) - pylte) = [ "o (0t (4.4-18)
fo
where
bp = time derivative of range measured with phase delay
pg = range measured with group delay

It is possible to show that, like doppler frequency, DRVID depends on the
time rate of change of columnar electron content. However, DRVID measure-
ments of plasma change can be made with a single carrier frequency and also
measure uplink as well as downlink effects:

A ir. 1
DRVID (¢) = = f []u(T— T,)+ e I d(r)] dr  (4.4-19)

u Iy
where
A = 40.3 (mks)
f,, = uplink frequency, Hz

¢ = speed of light, m/s

t, = end of integration period

t. = start of integration

= time derivative of uplink/downlink columnar electron content
T, = downlink time delay

K = transponder turnaround ratio

= 240/221 (S-band); 880/221 (X-band)

4.4.1.3 Thermal noise

4.4.1.3.1 Doppler. It is shown in Chapter 3 that the phase-locked-loop receivers
used in spacecraft and in the Deep Space Network develop a random phase error
when the received signal is corrupted by white gaussian noise. The variance of
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the doppler phase difference at the ground receiver in two-way tracking, and
under strong signal conditions [4-22], is

1 1
2 -
Y = — + — (4.4-20)
¢d2 dl p2
where
¢,, = doppler phase difference =6, - 6,
§2 = DSS receiver estimate of the received carrier phase
6, = transmitted uplink carrier phase
o; = variance of doppler phase difference
d2
p
d, = —
G 7 Kp
G = downlink carrier frequency to uplink carrier frequency ratio
‘- | | ¥ D Hr, Hr ) (f§’+g2)+rl(r1r2+r1)£§3/;«2
D r. +1 - 2 4,2 3 1,2 ¢4
1 rytrry gt (r tr, - 2)E ik +ri €,

r. = loop damping parameters (defined in Chapter 3),i=1,2

- WLl(r2 +1)
W, (r,+1)
W, = receiver loop bandwidths (defined in Chapter 3),i=1,2

p, = uplink input signal-to-noise ratio in bandwidth of the linearized
spacecraft receiver loop

p, = downlink input signal-to-noise ratio in bandwidth of the linearized
ground receiver loop

and i = 1 indicates uplink and i = 2 indicates downlink.

The doppler frequency estimated by the tracking system is

d  2n to-t 2r At (4.4-21)



with the corresponding variance

2
d2

p

2m At
where
fp = estimated doppler frequency
£, = end of doppler sampling interval
t, = start of doppler sampling interval
Ar = length of doppler sampling interval

(4.4-22)

4.4.1.3.2 Ranging. The variance of the time delay estimated by the Planetary

Ranging Assembly can be shown to be [4-15]

T2
% " 37

i

N
1 (r)?f

for square-wave ranging (strong signal case) or

2= 12N
P 64T, P,

for sine-wave® ranging [4-16], where

=)
I

time delay estimate

0% = variance of time delay estimate

period of ranging signal

correlation interval

power of the received ranging signal, W

T
T,
12

P
r
NO

one-sided spectral density of input noise, W/Hz

(4.4-23)

(4.4-24)

4Actually square-wave versus sine-wave correlation, also known as 1-MHz filtered ranging.

This is the current DSN technique.
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f2(7) = function that depends on measured time delay
= (3272 /T -(87, /T)+1

7, = Tmodulo 7/4 (07, <T/4)

4.4.1.4 Instrumentation errors

4.4.1.4.1 Doppler sampling interval. The timing signals generated by the Deep
Space Station frequency and timing subsystem contain an rms error of 5 nsec.
For biased doppler frequencies near 1 MHz, a 5-nsec error in sampling time cor-
responds to an error in phase of 1.8 deg.

4.4.1.4.2 Doppler resolver quantization error. The doppler resolver uses a
100-MHz (500 MHz in the future) clock to measure the phase of the biased
doppler frequency, leading to a 10-nsec (2 nsec in the future) uniformly distrib-
uted error in the measured phase. Assuming a biased doppler frequency near
1 MHz, this results in a uniformly distributed error of a 3.6-deg width, or an rms
error of 3.6//12 = 1.0 deg.

4.4.1.4.3 Reference oscillator instability. Reference oscillator instability has
two effects: a drift in frequency that occurs during the time of flight of the
signal to the spacecraft (described in Fig. 4-18), and an accumulated phase error
during a doppler sampling interval (described in Figs. 4-19 through 4-22).

4.4.1.4.4 Path delay instability. Figure 4-23 shows the error requirement for
path delay for the Receiver-Exciter Subsystem. Since the actual distribution of
the path delay variation is not known, it is assumed to be uniform within the
given bounds. The corresponding doppler frequency variance is

o;D = (360 P(T)\/12 \)? (4.4-25)
where
2 - : 2
Op = doppler frequency variance, deg
P(T) = peak delay variation, m
T = sample time

A = wavelength of received signal, m
4.4.1.4.5 Total path delay. The two-way group delay measured by the Tracking

Subsystem contains elements of delay due to spacecraft and ground hardware
(Fig. 4-24). This systematic error is removed by the following technique [4-23]:
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Fig. 4-18. DSS frequency stability
RTPT = D - BIASg. - BIAS oo - Z oprECTION (4.4-26)
where
RTPT = round-trip propagation time from DSS reference location
to spacecraft reference location back to DSS reference
location
D = time delay measured by tracking system
BIAS . = spacecraft turnaround delay
BIAS oo = two-way time delay to a DSS turnaround device in An-
tenna Microwave Subsystem
V4 corrECTION  time delay correction which takes account of the distance

from the turnaround device to the DSS reference location

This technique leaves several residual errors:

(1) Random error due to thermal noise on measurement of BIAS ¢ and
BIAS g with magnitude given by (4.4-24).

(2) Systematic error due to path delay uncertainty during ranging measure-
ments, magnitude given in Fig. 4-23.
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Fig. 4-23. Instrumental path delay error requirement

(3) Systematic error due to aging of the spacecraft transponder with magni-
tude unknown, but believed to be less than 6 nsec.

(4) Systematic error due to calculation of Z,pppporion from measure-
ments on individual components, magnitude unknown, but believed to
be less than 1 nsec [4-24].

4.4.1.4.6 Waveform distortion. Filtering of a square-wave ranging signal by the
1.5-MHz spacecraft transponder bandwidth and nonlinearities in modulators and
power amplifiers lead to a systematic error when time delay is determined by
correlation between assumed perfect square waves. This error depends on time
delay and has a peak value of about 7.4 nsec for 500-kHz unfiltered ranging, but
less than 0.6 nsec for 1-MHz filtered ranging [4-25]. The current mechanization
of the Planetary Ranging Assembly measures waveform distortion and plasma
variation simultaneously with the DRVID mode, so this error can be removed
when there is small plasma activity, with an accuracy limited by thermal noise.

4.4.1.4.7 Multipath. Reflection of received carrier signals from antenna supports
and microwave interfaces and subsequent superposition with the main signal can
result in systematic error in group delay measurements. Several studies have
shown that these effects are less than 5 nsec for 64-m antennas, and less than
0.5 nsec for 26-m antennas when the signal source is in the far field [4-26 to
4-28] but can be as large as 10 to 15 m for near-field measurements [4-29] .
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Fig. 4-24. Removal of hardware delay from range measurement

4.4.2 The Radiometric Design Control Table

The performance of the tracking system is controlled in a manner similar to
that used for control of the performance of the telemetry and command sys-
tems, namely, through a design control table (DCT) [4-30]. In principle, all
three types of DCTs tabulate the properties of a number of random variables
that are summed to obtain the random variable of interest. In the case of telem-
etry and command DCTs, the variable of interest is a signal-to-noise ratio or per-
formance margin; for radiometric DCTs the variable of interest is the value of a
measurement of frequency, range, or angle, etc.

A slight difference in technique arises because radiometric system perfor-
mance cannot be measured in terms of the mean or “true” value of a radiometric
measurement in the way that communication system performance can be mea-
sured in terms of the mean value of a performance margin. In radiometric sys-
tems the performance is measured in terms of the standard deviation of a mea-
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surement, and hence the standard deviation is the only value tabulated in a
radiometric DCT.

Ideally, the probability distributions of all sources of random error would be
known, and calibration schemes leaving at most a random error of known distri-
bution would exist for all forms of systematic error. Then the expected measure-
ment error could be determined by convolution of all the known probability
distributions. This is far from the case in the radio tracking system, and, al-
though the situation has been consistently improved, we are forced to make
several simplifying assumptions.

Assumption 1. All random errors are stationary, Gaussian, and zero mean. This
is true for random error due to thermal noise, but is justified for other random
errors by the fact that the combination of a number of independent probability
distributions tends toward a Gaussian probability distribution, in the limit of
large numbers of probability distributions (Central Limit Theorem). This
assumption leads to the root sum of square (RSS) technique for determination
of the expected standard deviation of a measurement. Specifically,

3 2
o(q) = > (Fxl o(xl.)) (4.4-27)
i 7
where
o(q) = standard deviation of the quantity being measured, g
a(xl.) = standard deviation of a random variable x; that generates error in g
99 _ ,
i rate of change of ¢ with respect to x;
i

The quantity tabulated in radiometric DCTs is always (9g/dx,) o(x,), except for
totals, which are always o(q).

Assumption 2. Calibrated systematic errors leave a residual random error which
is assumed to be stationary, Gaussian, and zero mean. This is motivated by the
experience that over many days or years systematic error appears to be ran-
domly distributed. In some cases, such as calibration of plasma effects through
dual-frequency measurements, or calibration of ground station group delay, a
significant fraction of the remaining systematic error arises from thermal noise
during the calibrating measurement, and hence may be considered to be random
over a large number of measurements.
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Assumption 3. Uncalibrated systematic error is assumed to be uniformly distrib-
uted within a certain region. The standard deviation of the uniform probability
distribution is then used as an entry to the table:

a

V12

where a is the width of uniform distribution.

o(xi) = (4.4-28)

One final comment is required concerning the radiometric DCT. Generally,
the DCT applies only to a single, specific combination of link, spacecraft,
ground, and processing parameters. However, several combinations of parameters
may appear in a single table under the guise of adverse and favorable tolerances.
For instance, in the representative® DCT in Table 4-1, the adverse column uses
the assumption of a heavily modulated carrier (telemetry at 8.5 dB and ranging
at 6 dB carrier suppression) and relaxed spacecraft temperature control (4.0°C
peak to peak). These factors lead to increased thermal noise and decreased space-
craft frequency stability, respectively. The favorable and adverse tolerances
shown do not represent uncertainty in the assignment of standard deviations,
but rather they represent the range of conditions that might occur during
mission operations.

5 A note of caution: This table does not apply to an existing system.
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Table 4-1. International Solar Polar Mission doppler frequency stability design control
table (adapted from [4-31])

3 -15
Error source Sigma (Delta F/F) 10

Nominal Favorable Adverse Note
Spacecraft RSS 5.03 0.53 20.0 Calibrated
Cables, microwave 0.09 0.09 0.2
vCo 0.50 0.50 1.0
Transponder path 5.0 0.5 20.0
Power amplifier 0.13 0.13 0.22
Link RSS 1.5 1.1 5.4 Gaussian
Polarization - - -
Thermo noise 1.5 1.1 5.4
Spacecraft - - -
Ground station - - -
Propagation media RSS 17.7 6.1 51.4
Troposphere
Uplink 11.0 3.9 32.0 Uncalibrated
Downlink 11.0 3.9 32.0 Uncalibrated
Ionosphere
Uplink 0.83 0.26 2.6
Downlink 0.83 0.26 2.6 Calibrated
Solar plasma
Uplink 8.3 2.5 17.0
Downlink 0.8 0.2 17.0 Calibrated
Ground station RSS 4.6 3.6 43.0 Calibrated
Frequency standard 1.1 1.1 -
Frequency distribution 0.1 0.1 -
Receiver path - -
Maser, microwave 1.8 1.8 -
System cables 0.1 0.1 -
Receiver (w/o VCO) 0.9 0.9 -
vCO - -
Doppler extractor 0.8 0.8 -
Transmitter path Calibrated
Exciter 2.5 2.5 -
Power amp., buffer 0.3 0.3 -
System cables - -
Microwave 0.1 0.1 - Uncalibrated
Antenna mechanical
Gravity 3.0 1.0 -
Conscan - -
Wind loading - -
Vibration - -
Data acquisition
Timing 0.1 0.1 - Uniform
Quantization 0.3 0.3 - distribution

m



Table 4-1 (contd)

i -15
Error source Sigma (Delta F/F) 10

Nominal Favorable Adverse Note
Unmodeled motion RSS 0 0 0
Spacecraft - - -
Platform - - -
Total 19.0 7.1 70.1
Requirement 3.0 3.0 3.0
Performance margin 0.16 0.42 0.043
Conditions:
Spacecraft: ISPM DSS: 34 m
Mission phase: 2nd opposition Link: HGA, 20 kW
Range: 4.2 AU Elevation: 45 deg
Sampling interval: 1000 sec Cmd modulation: off
Frequency: X-up, X-down Tim modulation: off (Nom & Fav),
8.5 dB (Adv)
Tropospheric cals: none Rng modulation: off (Nom & Fav),
6 dB (Adv)
Plasma cals: X-down S/C temp deviation: 1.0/0.1/4.0°C
Freq source: H, maser (Nom/Fav/Adv)
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Appendix
Uses of Tracking Data for Radio Science

Frequency or Phase Delay
Doppler frequency

(1) Mass and mass distribution of planets and mass of satellites [4-32, 4-33,
4-34,4-35].

(2) Planet spin axis orientation, motion, spin rate [4-36].
(3) Planet size, shape, and gravity field [4-32, 4-37].
(4) Gravitational waves [4-38, 4-39].
(5) Pressure, temperature, and density of atmospheres [4-40] .
(6) Electron concentration of ionospheres and the interplanetary plasma
[4-11].
Spectrum
(1) Turbulence of atmospheres [4-11].
(2) Turbulence of the solar wind [4-41].
(3) Distribution of planet surface slopes [4-42].

(4) Size and velocity distributions of planetary ring particles [4-11].

Group Delay

(1) Electron concentration of ionospheres, and the interplanetary plasma
[4-11].

(2) Solar corona shape, density [4-43], large scale flow patterns in the solar
wind [4-44].

(3) Parameters of general relativistic theory [4-45, 4-46].

Intensity
(1) Pressure, temperature, and density profiles of atmospheres [4-11].

(2) Orientation of gravitational equipotential surfaces in an atmosphere
[4-11].

(3) Location, density, and composition of clouds [4-11].

(4) Sizes of planetary ring particles [4-11].
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Polarization
(1) Shape of planetary ring particles [4-11].

(2) Electron density and magnetic field in ionospheres and the solar corona
[4-47].

(3) Dielectric properties of planetary surfaces [4-42, 4-48] .
(4) Test of the weak equivalence principle [4-49] .
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Chapter 5
Telemetry System

Joseph H. Yuen, Dariush Divsalar, Peter W. Kinman, and Marvin K. Simon

5.1 Introduction

A telemetry system conveys data collected by scientific instruments, as well
as engineering information on the status of spacecraft, to the Deep Space Net-
work (DSN). These days, telemetry systems are entirely digital. Not since the
Rangers and the Lunar Orbiters of the 1960s has an analog telemetry system
been designed into a deep-space mission. Of course, an analog information
source can be made compatible with a digital telemetry system through the
processes of sampling and quantization. Accordingly, this chapter addresses the
means of telemetering digital data from a spacecraft to the DSN.

5.2 Description of the Telemetry System

A typical deep-space telemetry system is illustrated in Fig. 5-1. The data are
encoded for energy efficiency, then used to phase-modulate a square-wave sub-
carrier, which in turn phase-modulates a microwave sinusoidal carrier. Upon
reception by the DSN, the signal is routed from antenna to receiver. The receiver
tracks the carrier and translates the signal down to an intermediate frequency
(IF) coherent with the station reference. The Subcarrier Demodulator Assembly
(SDA) translates the signal down to baseband and demodulates the subcarrier.
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Fig. 5-1. Typical deep space telemetry system

The output of the SDA is synchronized by the Symbol Synchronizer Assembly
(SSA), then decoded by a Maximum Likelihood Convolutional Decoder (MCD)
if the spacecraft uses a convolutional code.

5.2.1 Deep Space Telemetry Phase-Shift-Keying Modulation

A class of modulation schemes has proven best for the deep-space channel.
The most typical telemetry modulation for deep space is to phase-shift-key the
data onto a square-wave subcarrier and then phase-modulate onto a sinusoidal
carrier (PCM/PSK/PM). This is the scheme depicted in Fig. 5-1. However, an
alternate scheme phase-modulates the data directly onto the carrier. In this latter
case, the data being binary phase-shift-keyed is called PCM/PM. In the abbrevia-
tions PCM/PSK/PM and PCM/PM, the acronym PCM means “Pulse Code Modu-
lation” and serves as a reminder that the information is digital. PCM/PSK/PM
and PCM/ PM are well suited to the deep-space channel because: (1) phase-shift-
keying is the most efficient binary signaling scheme [5-1 and 5-2] and (2) a
phase-modulated carrier has a constant envelope.

The constant envelope property is important because the final downlink
amplification stage on the typical spacecraft is a traveling-wave tube operated in
a nonlinear (saturation) mode. If the modulated downlink carrier does not have
a constant envelope, distortion will result.

Before proceeding to the mathematical descriptions of PCM/PSK/PM and
PCM/PM, the issue of data formats needs to be addressed. Various data formats
are illustrated in Fig. 5-2. With a Non-Return to Zero-Level (NRZ-L) data for-
mat, a logical “one” is represented by one level and a logical “zero” by the
other. With NRZ-M (Mark), a logical “one” is represented by a change in level
and a logical “zero” by no change. NRZ-S (Space) is the same as NRZ-M but
with the roles of “one” and “zero” reversed. NRZ-M and NRZ-S are often
referred to as differential encoding. It is important to note that differential
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Fig. 5-2. Data formats

encoding is not an example of error-correction encoding. With Bi-Phase-Level
(Bi-¢-L), a logical “one” is represented by one cycle of a square wave and a
logical “zero™ by one cycle of a square wave with reversed polarity. Bi-¢-L is
often called a Manchester code; but, again, it is #ot an example of an erros-
correcting code. Bi-¢-L is identical to NRZ-L when the latter’s data are phase-
reversal-keyed (i.e. phase-shift-keyed with a signaling level of £90°) onto a square-
wave subcarrier whose cycle period equals the bit period, so that a transition
occurs at mid-bit. Thus, PCM/PM with Bi-¢-L data formatting is a special case of
PCM/PSK/PM with NRZ-L data formatting.

A modulated carrier, in the cases of both PCM/PSK/PM and PCM/PM, may
be (assuming nothing else modulates the carrier) represented mathematically

by

M
s(t) = V/2Psin I:w0t+ >0, si(t):| (5.2-1)

i=1

where P = total signal power; w, = carrier angular frequency; 6; = modulation
index, i= 1, 2, --,M; M= total number of subcarriers or data channels; and
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s;(t) represents a normalized data sequence (in the case of PCM/PM) or a
normalized modulated square-wave subcarrier (in the case of PCM/PSK/PM).
In the latter case, the telemetry is invariably phase-reversal-keyed (i.e., phase-
shift-keyed with signaling levels of *90°) onto the subcarrier. Furthermore,
phase-reversal-keying a square wave with a data sequence is the same as multi-
plying the square wave by the data sequence. So

d(1), PCM/PM
s(1) = (5.2:2)
d(t) Sin w1, PCM/PSK/PM

and

s(f) = £, i=1,2,--, M (5.2-3)

where d;(f) = %1 is the normalized data sequence (one of the waveforms of
Fig. 5-2), and Sin w,;t = %1 is the square-wave subcarrier. Using trigono-
metric identities with the fact that s,(r)==1,i=1,2,---,M,(5.2-1) may be
expanded for M=1 as

sp() = V2P cos 6 sin wyr+ 2P s (£) sin 0, cos wyt  (5.24)

If 0° < @ < 90°, this phase-modulated carrier comprises a pilot tone (residual
carrier) and a Double-Sideband (DSB) modulated carrier. A system with
8 < 90° is called a residual carrier system. A system with 8 = 90° is called a
suppressed carrier system. A residual carrier receiver employs a phase-locked
loop to track the pilot tone and provide a coherent reference for demodulat-
ing the DSB-modulated carrier [5-3]. A Costas loop may be used as a sup-
pressed carrier receiver [5-3]. Up until now, all deep-space-probe-DSN digital
telemetry systems have been of the residual carrier type.

For M =2, (5.2-1) may be expanded as
sp(t) = /2P cos 0 cos 8, sin w,?
+ /2P s5/(¢) sin 6, cos 0, cos wyt

+ /2P 5,(2) cos 8, sin 6, cos wyt
- V2P s, (2) 5,(¢) sin 6, sin 0, sin wyt (5.2-5)

Similar expansions may be carried out for the cases M = 3.
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When we have a single data channel, as in (5.2-4), the first term is the
carrier, while the second term is the data channel. Hence the modulation
index 6; has allocated the total power P in the transmitted signal sp(t) to the
carrier and to the data channel, where the carrier power and the data power
are, respectively,

P

c

P cos? 61
(5.2-6)

Pp

P sin’ 01

When we have two data channels, as in (5.2-5), the first term is the carrier
component, the second term is the modulated subcarrier s, (#) component, the
third term is the modulated subcarrier s,(f) component, and the fourth term
is the cross-modulation loss component. Hence, the corresponding powers in
these four components are allocated by the modulation indices 6, and 6,,
with

P = Pcos? 8, cos? @
c 1 2
- 2 2
PD1 = Psin 91 cos 62
R R (5.2-7)
PD2 = Pcos 61 sin 02
_ 2 .2
PM = Psin 61 sin 02

Similar interpretations can be given to the cases when M= 3. Table 5-1 lists
the power allocations for phase modulation using square-wave subcarriers.

5.2.2 Uncoded Quadriphase-Shift-Keying (QPSK) Modulations

5.2.2.1 QPSK and staggered QPSK. The QPSK and SQPSK modulations are
basically dual binary systems. An input binary bit sequence {d,} arrives at a
rate of 1/T baud (bits/sec) and is separated into two bit streams consisting,
respectively, of the even and odd bits in the original stream. An example of
this procedure is illustrated in Fig. 5-3, where 4, (), d;(¢), and dQ(t) are the
binary-valued (*1) waveforms corresponding to the three bit sequences. The
inphase and quadrature pulse trains modulate two carriers which are in phase
quadrature and the sum s(z), the modulated QPSK signal, can be represented
as

s(r) = VP dy(r) cos wyt + \/}_’dQ(z‘) sin wy? (5.2-8)

The two terms in (5.2-8) represent two BPSK signals and can be demodulated
and detected independently due to the orthogonality of the carriers cos wyt
and sin wy?.
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Table 5-1. Power allocations for phase modulation using square-wave

subcarriers
Type of channel Power allocation for each component
Single data channel P, =P cos? 0,
Pp = Psin?0,
Two data channels P, =P cos? 6, cos? 6,
Pp, = P sin? 04 cos? 0,

~v
I

D2 = F cos2 0, sin? 6,

Three data channels P

P cos? 0y cos? 0, cos? 63
= Psin? 0, cos? 0, cos? 63

PD2 = P cos? 0, sin? 6, cos? 63

0l

P cos? 0, cos? 6, sin2 o3

The SQPSK signal can be represented similarly to (5.2-8), the only differ-
ence being in the alignment of the two bit streams. The odd and even bit
streams, transmitted at the rate of 1/2T baud, are synchronously aligned in
QPSK (Fig. 5-3), such that their transitions coincide. SQPSK modulation is
obtained by a shift or offset in the relative alignments of d;(r) and dy(¢) by
an amount equal to a bit time 7. Figure 5-4 shows the offset, and the follow-
ing equation defines the SQPSK signal.

s(t) = VPt +T) cos wyt + \/fdQ(t) sin w,t (5.2-9)
Using a well-known trigonometric identity (5.2-8) can also be written as
s(z) = /2P cos (wyt + 0(2)) (5.2-10)

where, as shown in the state space diagram of Fig. 5-5, 8(¢) can take on the
values 45°, 135°, 225°, and 315°, corresponding to the four combinations of
dy(t) and dQ(t).

In QPSK, due to the coincident alignment of dy(r) and dQ(t), the carrier
phase can change only once every 27. The carrier phase over any 27T interval
is any one of the four phases shown in Fig. 5-5, depending on the pair of
values for {d,(z), dQ(t)}. In the next 27 interval, if neither bit stream changes
sign, then the carrier phase remains the same. If one component (d/(¢) or
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dQ(t)) changes sign, a phase shift of £90° occurs. A change in both compo-
nents results in a phase shift of 180°. Figure 5-6(a) shows a typical QPSK
signal waveform for the sample bit streams shown in Fig. 5-3.

In SQPSK, the binary components cannot change states simultaneously.
One component has transitions in the middle of the other symbol and hence
only one component can switch at a time. This eliminates the possibility of
180° phase changes. Furthermore, these changes are limited to 0°, £90°, every
T seconds. Figure 5-6(b) shows a typical SQPSK waveform for the example bit
streams in Fig. 5-4. When an SQPSK signal undergoes band-limiting, the result-
ing intersymbol interference causes the envelope to droop slightly in the
region of 90° phase transitions. Since 180° phase transitions have been

avoided, the envelope does not go to zero as it does in the band-limited QPSK
case.

The advantages of QPSK or SQPSK over BPSK is that, with both data rate
and power being fixed, QPSK or SQPSK achieve the same power efficiency as
BPSK using only half the bandwidth.

Fig. 5-6. (a) QPSK waveform; (b) SQPSK waveform
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With symmetrical bandpass Gaussian noise, the inphase and quadrature
noise terms are independent and the bit error probability performance of
QPSK is the same as that of BPSK.

Since the phase changes in SQPSK occur in smaller step sizes than in
QPSK, SQPSK would tend to suffer less degradation due to bandpass filtering
than QPSK.

5.2.2.2 Unbalanced quadriphase-shift-keying (UQPSK). The UQPSK modula-
tion is similar to QPSK -modulation. Here two independent binary data
streams, d,(¢) and d,(z), with different rates and powers, modulate the two
quadrature components of the carrier. The UQPSK modulator (suppressed
carrier) is shown in Fig. 5-7.

The output of the modulator can be represented as

s(t) = V2P d, (1) sin (wyr + 6)) + /2P, d, (1) cos (w,t + 6,)
(5.2-11)

P
1(t)

N R

d_ (1)
CHANNEL 1 ! ( g% ).__,}_
1

sin (wat + 6,)
@ o _ 9 <z>—> st

/2

P2(t) ‘
CHANNEL 2 - "

Fig. 5-7. UQPSK modulator
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where P, i=1,2 is the channel power, 8, is the unknown carrier phase, and
w, Is the carrier frequency in rad/sec. The data waveforms can be expressed
as

oo

afe) = Zam.pi (t-(n-DT-e), i=1,2 (5.2-12)

n=—oo

i» 1=1,2 are independent binary sequences of *1’s; p(z), i=1,2 is
the unit-power, symbol pulse in the ith channel and is defined to be nonzero
on the interval (0, T;), i = 1, 2, where T; is channel symbol time. Since, in
general, the two channels are asynchronous (not aligned), we assume that the
pulse epoch €;, = 1, 2 is uniformly distributed in the interval (0, T;), i =1, 2,

and that €, is independent of ¢,.

where «

5.2.3 Description of the Subcarrier Demodulation Assembly (SDA)

This section follows the treatment in [5-4]. Another useful reference is
[5-5].

The Subcarrier Demodulation Assembly (SDA) is an integral part of the
multiple mission telemetry system now incorporated in the DSN. The primary
purpose of the SDA is to provide a demodulated noisy data stream to the
SSA for detection. Figure 5-1 shows where the SDA fits into the overall
communications system. Its inputs are the received radio signal, at an inter-
mediate frequency, and a phase-coherent reference, both of which are fur-
nished by the receiver/exciter subsystem. The following is a brief simplified
mathematical description of how the SDA works.

With reference to Fig. 5-1, let the input to the subcarrier modulator be
d(t), the binary waveform representing the data bits; then the output of the
modulator can be written as:

d(t) 5in w_ ¢

where wg, is 2m times the subcarrier frequency in rad/sec and Sin represents a
square wave having the same zero crossings as sin wgt. Let both d(¢) and 5in
have values of +1 or -1 (see (5.2-3)). The output of the carrier phase modu-
lator can then be written as:

V2P sin [wyr + Ad(27) Sin w ]

where w, is the carrier angular frequency, A is the modulation index, which
determines the phase deviation of the modulation (compare with (5.2-1); we
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have set 8, = A). This signal is then transmitted through space and received by
one of the DSN stations. The received signal is a replica of the transmitted
signal with the addition of noise and can be written as:

V2P sin [wyt + Ad(t) Sin w t+ 6] +n" (1)

where 8 is an arbitrary phase angle and n"(¢) is the additive noise.

The receiver now translates this signal in frequency to an intermediate
frequency (IF) so that the IF signal passing to the SDA is just:

V2P sin [wy.t + Ad(r) Sin w_ t + 0] +n'(?)

The receiver has a phase-locked loop (PLL) that tracks the frequency and
phase of this signal and provides a reference signal to the SDA, which is
phase-coherent with the received signal (see Chapter 3). Its form is:

sin [y f + 0]
where 8 is the PLL estimate of 8. The cosine version of this signal is sent to
the SDA. For the purpose of discussing the SDA, the assumption will be made
that 8 = 6 = 0. Also the amplitude /2P is not important in the discussion, so it

can be taken as unity. Thus, the two signals entering the SDA from the
receiver are:

IF Signal:
s(t) = sin [w,t + Ad(r) Sin w_ 1] + n'(2)
Coherent Reference:
rp(t) = cos wit

It is the goal of the SDA to take these two signals and furnish the following
signal to the SSA:

d(t) + n(t)

The signal s(¢) can be rewritten in a more convenient form. First, expand-
ing by a trigonometric identity, s(¢) is (ignoring noise):

s(¢) = sin wy.t cos [Ad(¢) Sin w 7]
+ cos w,t sin [Ad(f) Sin w 7]

190



But d(z) 5in (w,,?) takes on only the values of +1 or -1 so that

cos [Ad(?) Sin w ] = cos A

sin [Ad(¢) 5in w 1] d() 5in w_tsin A

Thus s(z) is just

s(t) = cos Assin wpt+d(f) Sin w_ fsin A cos wyt

Since A is only a constant, the first term is just the carrier component. The
second term contains all the sideband modulation components displaced spec-
trally on either side of the carrier frequency.

A basic principle in coherent demodulation is the idea of translating a
frequency by “multiplying” it by a coherent signal. This multiplication is
variously referred to as heterodyning, conversion, mixing, or phase detection,
depending on the application, but mathematically it can be thought of as
multiplying two signals of the same or different frequencies. Only three trigo-
nometric identities will be needed for the rest of the discussion:

cosxcosy = 1/2 [cos (x - y) +cos (x + )]

sinx siny = 1/2 [cos (x = ¥) - cos (x + )]
1/2 [sin (x - y) +sin (x + »)]

{

sin x cos y

As an example, suppose a radio signal is received having the form:

d(t) cos wgt

and it is desired to recover the modulation, d(f). If a coherent reference,
cos wyt, can be generated in the receiver, then the signal can be coherently
demodulated by “multiplying” the signal and the reference together, namely,

d(t) cos wyt cos wyt

From the first trigonometric identity this is

1/2 d(t) [cos 0 + cos 2w t] = %t) + gg—t) cos 2w, t

The second term is a high-frequency term that can easily be eliminated by a
low-pass filter, thus leaving simply modulation d(¢) times a scale factor.
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With this basic principle, the operation of the SDA is more easily under-
stood. Figure 5-8 shows the present functional block diagram of the SDA in a
simplified form. The Mark IV configuration is somewhat different, but func-
tionally the same. The configuration shown accomplishes two things simul-
taneously:

(1) The data, d(¢), is coherently demodulated and sent (with noise) to the
SSA

(2) A tracking loop provides the coherent reference needed for demodula-
tion
Note that item (i) depends on item (2). Moreover, in the type of tracking
loop used in the SDA, an estimate of the data, d(¢), is needed. Thus, item (2)
depends on item (1).

In explaining the loop operation, the assumption will be made that the
loop is in lock, that is (see Fig. 5-8),

r (1) = 5in w1 (5.2-13)

and also that the rest frequency of the voltage-controlled oscillator (VCO) is
equal to the subcarrier frequency, wy.

The upper branch of the loop provides the data demodulation. Ignoring
noise, the output of the first multiplier is

s(#) r,(t) = cos A Sin w_fsin w .t
+d(t) 5in w_ f Sin w_7sin A cos wyr (5.2-14)
The first term has frequency components greater than wg, + wy. and less
than wg, - wyz, as can be seen from the trigonometric identity. These com-
ponents will be filtered by the bandpass filter (BPF). Also, in the second

term, Sin X Sin equals unity for all time so that the output of the top BPF is

d(t) sin A cos Wt

As in the above example, this signal is coherently demodulated by multiplying
by r;z(t) = cos wy(t). The output of the coherent demodulator is thus

sin A
2

d(t) [1 + cos 2w, 1]
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This signal is low-pass filtered to obtain d(#) and is sent to the SSA for
detection and synchronization.

Proceeding along in the loop, the above signal is filtered to optimize the
signal-to-noise ratio and then hard-limited' to produce a replica of the data
stream, c?(t). This concludes the data-detection branch of the loop. The rest of
the loop provides the coherent subcarrier reference.

At multiplier C the output is just

[i\(t) Cos w, t

where Cos wg ! is a square wave with the same zero crossings as cos wg.Z.
This signal goes to multiplier D, where it is combined with the input signal to
produce

s(t) 3\(t) Cos w I = d(r) cos Asin Wyt Cos w1
+ d(r) c?\(t) sin ASin w_ 7 Cos w  t cos Wt
(5.2-15)

Again the first term has components outside the bandpass of the BPF. Also,
we note that

d() d(t)=d*() = 1 forall¢ (5.2-16)
Thus, the important output of multiplier D is

sin A Sin w t Cos Wt cos wt

The term Sin X Cos is just a square wave having a frequency of 2w, . Thus,
the above term has frequency components greater than wy: + 2c, and less
than wy - 2w,.. Accordingly, this whole term is filtered by the BPF leaving
the output of multiplier £ as zero and the input to the VCO as zero. But this
is in agreement with our first assumption that the loop was in lock which
implies a zero error signal going to the VCO.

In actuality, however, some phase error ¢ will exist between the two sub-
carrier terms above due to noise. The product of the Sin X Cos will now be a

1 A hard limiter puts out +V volts for any input signal greater than 0 volts and -V volts for
any signal less than 0.
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2w, term with a duty cycle not equal to 50%. This gives the product a dc
bias which can be called e(¢). Thus, the important output of multiplier D is

sin A Sin w  # Cos(w, - @) cos wy.r = sin A [e(r) + 2w, terms] cos w,t

(5.2-17)
Now the output of the BPF is
sin A e(?) cos w.t
Multiplying at £ by r;(¢) we get

sin A
2 e(t) (1 + cos 2w,.1)

The second term is low-pass filtered by the loop filter, leaving only the error
signal e(¢) going to the VCO. The VCO output frequency is proportional to
the input error voltage, and thus any phase error ¢ will produce an error
signal e(¢), which will tend to correct the phase error and bring it back to 0.
This completes the closed loop, which provides a synchronous reference for
the coherent demodulation.

5.2.4 Description of the Symbol Synchronizer Assembly (SSA)

This section follows the treatment in [5-6]. Another useful reference is
[5-7].

The Symbol Synchronizer Assembly (SSA), which is part of the Telemetry
and Command Data Handling Subsystem, has two primary functions: (1) to
detect uncoded data or, alternatively, to provide symbol integrations of coded
data and (2) to provide the timing or synchronization needed to perform
function (1). While the SSA performs a number of other functions, this sec-
tion will be concerned with a description of how these two functions specifi-
cally are accomplished.

Binary data (1’s and 0’s) can be transmitted over an uncoded telemetry
channel as the same sequence of 1’s and O’s, which in this case are called bits.
If the data are coded by forming a different sequence, the 1’s and 0’s are
called symbols. The bits (or symbols) are represented by a modulating wave-
form consisting of two levels, +4 or -A, as shown in Fig. 5-9(a). This signal
waveform (referred to as non-return to zero (NRZ) modulation) is transmitted
on a radio frequency (RF) carrier and is demodulated (recovered) by the DSN
receiver. The received waveform has been corrupted, however, with the addi-
tion of noise, as shown in Fig. 5-9(b). The function of the SSA is the extrac-
tion of the original signal waveform from this noisy waveform. It is to be
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(a) TRANSMITTED SIGNAL

(b) RECEIVED SIGNAL

Fig. 5-9. Telemetry signal waveforms

emphasized that the SSA is configured to operate only on an NRZ data
format. Thus the use of a Manchester code requires modification to the basic
structure.

To understand how the SSA recovers the desired bits, it is necessary to
understand the method for detecting a single bit. This is accomplished by
integrating the signal over the bit time and choosing a one if the integral is
positive or a zero if the integral is negative. This circuit is referred to as an
“integrate and dump” circuit because it integrates for a bit time and then
resets to zero at the end of each T second interval. Figure 5-10(a) shows the
bit and its integral value at the end of the 7 second integration. Fig-
ure 5-10(b) shows the same decision made on a noisy signal. Figure 5-10(c)
shows the noise being such that an error is made.

Naturally, a communications link is designed such that the probability of
noise-caused errors is low. This is accomplished by maintaining the signal level
at a relatively high value compared to the noise level. One assumption that is
made, however, is that the beginning of the bit must be known to start the
integration properly. An example of integration over a bit time beginning
before the actual start of the bit is shown in Fig. 5-11, where the “1” bit is
preceded by a “0” bit. The correct decision is made with no noise, but with a
small amount of noise the probability is great that the wrong decision will be
made, as shown in Fig. 5-11(b). Thus, it can easily be seen that accurate time
information as to the start of each bit is necessary to keep the probability of
making an error as low as possible. This is the second function of the SSA;
i.e., to provide bit (or symbol) synchronization to the data detector circuits.
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Fig. 5-10. Bit detection
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Fig. 5-11. Nonsynchronized bit detection
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The functional block diagram of the synchronizing circuitry of the SSA is
shown in Fig. 5-12. The in-phase integrate and dump circuit followed by the
decision device compose the bit detector described above. This is followed by
a transition detector, which outputs a plus or minus one if a transition occurs
in the data (e.g., a “1” followed by a “0”) and a zero if no transition occurs.
The lower mid-phase integrate and dump circuit integrates symmetrically
around the estimated data transition point for an integrating period equal to
1/4 the symbol period. The selection of a 1/4-symbol-period integration inter-
val for the lower (quadrature) integrate-and-dump represents a good com-
promise between tracking and loss of lock performance. This output is
delayed so that the outputs of the upper and lower branches appear at the
multiplier simultaneously. The correct timing is shown in Fig. 5-13. The pur-
pose of the loop filter is to smooth out the error signal from the multiplier,
thus leaving only the slowly varying component of the error signal. The timing
generator is essentially a voltage-controlled oscillator (VCO) whose frequency
is controlled by the input voltage. The timing generator controls the timing of
the integrate and dump circuits shown in Fig. 5-13.

For the purposes of explaining the operation of the loop, the loop can be
thought of as being in lock with the timing exactly correct and the timing
generator having the same frequency as the incoming data. If the incoming
signal has no noise then the mid-phase integrator will integrate to zero over a

INTEGRATE
ol & DUMP DECISION »| TRANSITION
(IN PHASE) DEVICE DETECTOR
[
DATA + )
NOISE TIMING - LOOP
GENERATOR FILTER
[ )
. ')
INTEGRATE DELAY
» & DUMP - 7 .
(MID PHASE) 8

Fig. 5-12. Block diagram of the SSA bit synchronizer
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transition. Thus, for an occurring transition the multiplier output will be zero,
i.e., no error signal to the VCO. If no transition occurs, the output of the
transition detector will be zero and again the multiplier output or error signal
will be zero. If the timing had originally been slightly off, the mid-phase
integrator would not integrate to zero and hence would produce an error
signal at the input to the VCO. The sign of this error signal would be such
that the error voltage would change the frequency slightly so that the timing
signals would be aligned properly and the error voltage would again be zero.

The key point in the operation of the synchronizer is that the error signal
is always zero when no transitions occur; i.e., no correction to the timing can
occur if no transitions occur. The error voltage is only produced when a
transition occurs and the mid-phase integrator does not integrate to zero. For
this reason the following situation could occur. The incoming signal could
have a doppler rate; i.e., its frequency could be changing with time. If a long
string of no transitions occurs in the data, the VCO frequency will remain
constant while the incoming signal will be changing frequency. Thus, the loop
cannot track the incoming signal during this period. When transitions do start
occurring again, many errors in detection will be made while the loop tries to
reacquire the new frequency and timing. This condition puts restrictions on
the data sequence as to the transition density of the data, i.e., how often
transitions occur on the average, and what the longest string of no transitions
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is that can occur in the data stream. Naturally, the greater the transition
density, the greater the ability of the loop to track doppler rates.

A final note is that this section gives a functional description of the SSA;
the actual mechanization of the SSA functions described here is not as shown
in Fig. 5-12. The synchronizing loop is in fact a hybrid design of both digital
and analog components and functions. Also, the SSA performs a number of
other functions not described here.

5.3 Uncoded Phase-Shift-Keying Telemetry System
Performance

The performance of a digital telemetry system is measured as a bit error
probability, P,, or bit error rate (BER). The BER, in turn, depends on the
bit energy-to-noise spectral density ratio E,/N, and the inefficiencies of the
demodulation/detection process. The bit energy-to-noise spectral density ratio
is defined as

S
E\IN, = NO_R (5.3-1)
where
S = received data power
N, = one-sided noise spectral density
R = information bit rate

The demodulation/detection inefficiencies are dominated by the imperfection
with which the receiver achieves carrier, subcarrier, and symbol synchroni-
zation.

If one assumes no demodulation/detection inefficiencies (implying perfect
carrier, subcarrier, and symbol synchronization at the receiver), the resulting
functional dependence of the bit error probability, £, upon E, /N, is termed
the baseline performance. In this chapter the baseline performance is frequently
denoted by f(*):

P, = f(E,IN,) (5.3-2)

Of course, f(-) is different for different coding/modulation schemes. In some
cases (see, for example, subsection 5.3.1), f(+) can be determined theoreti-
cally. Otherwise, f(+) must be determined by simulation or a combination of
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simulation and theory. In all cases, the channel is modeled as additive white
Gaussian—an excellent model for the deep-space channel.

5.3.1 One-Way Telemetry Performance

In this section, the baseline performance f(-) is found for the case of no
error-correcting coding and no differential encoding, i.e., the uncoded case.
The performance of a receiver for a binary digital signal depends on the
phase-coherence of the receiver and the type of modulation employed at the
transmitter. A transmitted signal is expressed as

s.(8) = A (D) sin [wyr+m () +6(1)],0<r<T, k = 1,2
(5.3-3)

where T is the symbol period, w, is the signal frequency, and A4,() and
m(t) are determined by the modulation scheme, whereas the ability of the
receiver to track 6(7) is a measure of its coherence.

The received waveform at the receiver, with additive noise n;(z), is
w(1) = s (1) + n(r)

The optimum detector with minimum error probability is a matched filter, or
correlation detector. It is this type of detector that is employed by the Deep
Space Network (DSN) to detect transmitted data. (For discussions of matched
filter detection, see [5-8] and [5-9]). This correlation operation can be per-

formed by a multiplier-integrator combination with readout at time ¢ = T
where T, is the duration of the kth transmitted symbol, or by a matched
filter with readout at r = T,. A functional diagram of a coherent correlation
detector for binary signals that uses a carrier reference for detection is illus-
trated in Fig. 5-14, where both the perfect reference and the noisy reference
cases are included. This detector model is predicated on the assumption that
each transmitter symbol is equally likely, and that each symbol has equal

energy.

The energy of each symbol out of the detector is £,. A measure of the
correlation of the two signals is the normalized inner product

1 (s
A= = f s,(2) 5,(t) dt (5.3-4)
s Jo

Let the received signal be represented by
w(t) = 2P m (1) cos [wyt + 0(2)] + n(r) (5.3-5)
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where 0(¢) is the random phase shift, a slowly varying quantity, introduced by
the channel; #;(¢) is the additive white Gaussian channel noise with one-sided
spectral density N, watts/Hz; and m,(¢) represents the *1 modulation corre-
sponding to the kth signal in the transmitter signaling alphabet. The signal »(¢)
is demodulated at the receiver.

For a perfectly matched filter, the receiver obtains perfect knowledge of
the transmitted phase reference 6(z), and of transmitted symbol transition
time. In this case, the carrier reference signal 7(#) is exactly in phase with the
signal component of the received waveform, i.e.,

r(f) = /2 cos [w,t + B(2)] (5.3-6)
with an estimate of the phase-shift

a(r) = 6(r) (5.3-7)

and the readout instances are known a priori at the receiver. Then, as shown
in [5-1] and [5-3] among numerous other references, the symbol error proba-
bility is

z _ 2
P =1- eXp(u/z)du=lerfc(

z
] v > ) (5.3-8)

vz
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where

AT
NO
and
o) = 1-—2=[ e ar (5.3-9)
eric (x) = - e WO
vl

If the transmitted symbols are 1 and -1, they are antipodal (A = -1). Anti-
podal signals are ordinarily transmitted by spacecraft.

In an uncoded PSK telemetry system, the binary symbols are the data bits.
If the bits have a signal power S watts and last for T, = T, seconds,

E =E =3S8T (5.3-10)

Thus, using (5.3-10) and A =-1, the bit error probability for uncoded PSK
transmission over a Gaussian channel with white additive noise of one-sided
spectral density N, watts/Hz, is

po=Ltae| /22 (5.3-11)
b 2erC NO .

In practice, we rarely have perfect knowledge of the transmitted phase
reference (i.e., a perfectly matched filter), since the channel continuously
changes the phase of the transmitted signal relative to that of the received
signal. Thus the receiver usually derives the reference signal, r(¢), by means of
a phase-locked loop (see Chapter 3), and uses this #(¢) in the detection process
as though it were noise-free. The reference signal (¢) in (5.3-6) no longer has
the condition in (5.3-7). Instead, r(#) is a noisy reference, and there is a phase
eIror process

o1) = 6(¢) - 8(¢) (5.3-12)

The accuracy of the estimate 5(t) is dependent on the power allocated to the
residual carrier component. The conditional bit error probability (conditioned

on a given ¢) is [5-3],
1 £,
Pb((b) = —2—erfc —‘Jq Y(¢) (5.3-13)
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where

T
Y(9) = f * cos §(1) dt (5.3-14)
0

b

Then the bit error probability can be obtained by averaging P,(¢) over &, i.e.,

P, - f B,(6) p() a9 (5.315)

m
where p(¢) is the pdf of ¢ given in Chapter 3.

Equation (5.3-13) can be computed if the pdf of the random variable,
Y(¢), is known. However, computation of the pdf of Y(¢) appears to be
formidable, unless some simplifying assumptions are made. We consider the
following three special cases of practical interest.

5.3.1.1 High-data-rate case. When the data rate is high with respect to the
receiver tracking loop bandwidth, the phase process ¢(z) varies slowly and is
essentially constant over a bit interval T,.2 Hence, the phase process ¢(f) can
be approximated as a constant within the bit interval T, . Thus, the condi-
tional bit error probability as given in (5.3-13) becomes

P(6) = ~—erf 5 6 5.3-16)
»(®) = -erfe Nocos (5.3-

while the average bit error probability as obtained by using (5.3-16) in
(5.3-15) is

1 i Eb
P = —Z-J: erfc Xf; cos ¢| p(¢) do (5.3-17)

where the pdf p(¢) is as given in Chapter 3 and is repeated here for conveni-
ence. In the absence of loop stress or detuning, p(¢) may be approximated by
the Tikhonov pdf

2For a coded system, we should compare the rate of the variation of the phase process ¢(t)
with the time it takes to decode one bit in order to decide if the high data rate case is
applicable or if the following two cases (namely, low data rate and medium data rate) are
more appropriate.
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exp (p cos §) 6l <n

() =4 h® (5.3-18)
0; otherwise
where
P
PR

is the tracking loop SNR defined in Chapter 3.

Using (5.3-18), the bit error probability P, given in (5.3-17) is evaluated as
a function of bit energy-to-noise spectral density ratio E,/N, for various
values of p. The results are plotted in Fig. 5-15, illustrating this noisy refer-
ence effect on system performance. System losses including noisy reference
loss (or radio loss) will be treated in Section 5.5 of this chapter. Note that the
presentation in Fig. 5-15 is not valid for suppressed carrier systems, which will
be discussed in Section 5.6 of this chapter.

TRACKING PLL SNR -

I

BIT ERROR PROBABILITY
T

BASELINE, P oo

L

|
0 2 4 6 8 10 12 14
BIT SIGNAL ENERGY TO NOISE SPECTRAL DENSITY, EKJ/NO' dB

Fig. 5-15. Bit error probability performance of an uncoded PSK system
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5.3.1.2 Low-data-rate case. When the data rate is low relative to the receiver
tracking loop bandwidth, the phase process ¢(t) varies rapidly over the bit
interval T, . Hence the random variable Y(¢), as given above in (5.3-14), is a
good approximation of the true time average of the function cos ¢(z). If &(¢)
is an ergodic process, the time average may be replaced by the statistical
mean. Thus

Y(¢) = cos ¢ (5.3-19)

and the bit error probability is approximated by

P o=Les, 5y 5.3-20
bzierc _]\TOCOS¢ (5.3-20)

5.3.1.3 Medium-data-rate case. When neither of the above two extreme cases
is valid, we have a medium-data-rate case. Here the data rate is comparable
with the receiver tracking loop bandwidth. We must seek an alternate approxi-
mation for the pdf of Y(¢). One technique which is valid in many practical
situations is to employ the assumption that the phase error ¢(¢) is small
enough so that the linear PLL theory can be used. Then ¢(¢) is a Gaussian
process. This is a good approximation in high loop SNR situations. Hence

1 (T
Y(@) =1 - 5= ¢2(¢) dt (5.3-21)
27T, ),

and the computation of its pdf reduces to computing the pdf of the integral
of the square of a Gaussian process. Then the bit error probability can be
obtained by using (5.3-21) in (5.3-13), (5.3-15), and (5.3-18). Another tech-
nique is the interpolation scheme presented in subsection 5.5.1.3.

5.3.2 Two-Way Telemetry Performance

The phase coherent two-way telemetry link can be modeled as in Fig. 5-16.
The ground or reference system transmits an uplink signal

V2P sin (w1t 6)

where P, is the uplink carrier power, w, is the carrier frequency, and 6, is a
constant phase that can be assumed zero without loss of generality. The
channel introduces an arbitrary and unknown phase shift 6,(r) in the trans-
mitted signal.
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At the spacecraft, the receiver input is
V2P sin [w, t+6 (1) + 00] +n,(0)

where n,(¢) is the additive channel noise, which is assumed to be a stationary
white Gaussian noise process with one-sided spectral density N, watts/Hz.
The spacecraft receiver phase-locked loop coherently tracks the uplink carrier
and produces a local reference signal,

V2 cos [ 7+ 51(1‘)]

where §l(t) is the PLL estimate of 6,(#)+ 6,. The phase error of this one-
way link is

6,() = 8.()-0,(0)- 6, (5.3-22)

The spacecraft then transmits a downlink signal that is coherently derived
from the uplink signal-more precisely, from the uplink signal recovered by
the spacecraft receiver phase-locked loop. Because the transponder has a fre-
quency translation ratio Gf, of downlink frequency to uplink frequency, the
downlink signal is

V2P sin G [w, 1+ B,(N] = V2P sin [w,r+ Gfa‘l(z)] (5.3-23)

where P, is the downlink carrier power and cw, is the carrier frequency. The
channel introduces an arbitrary phase shift, 6,(¢), in the downlink signal.

At the reference system, the receiver input is
V2P, sin [w,r+ Gfﬁl(t) +0,(0)] + n,(2)

where n,(¢) is the additive channel noise, which is assumed to be a stationary
white Gaussian process with one-sided spectral density N, watts/Hz.

The ground receiver phase-locked loop (PLL) coherently tracks the down-
link carrier and produces a local reference signal,

V2 cos [w,t + 8,(2)]
where 32(t) is the PLL estimate of Gf?i\l (1) + 0,()

There are two important error estimates in this two-way link that are
essential to system design. The first is the two-way phase error, defined as
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6,(1) = 8,(0) - [G8,(2) + 6,(1)] (5.3-24)

i.e., the difference between the ground receiver estimate and the received
signal phase. This is important for telemetry analysis. The second is the two-
way doppler phase, defined as

(1) = 0,(0)- 6,

i.e., the difference between the ground receiver estimated phase of the turn-
around signal and the original phase transmitted by the ground transmitter.
This is important for doppler considerations (see Chapter 4). Without loss of
generality, one can assume that if 6, =0, then

6,,() = B,() (5.3-25)

The present practical planetary two-way system employs second-order PLLs
both in the spacecraft receiver and the ground receiver. The transfer function
of the loop filter in the spacecraft PLL is given by

(5.3-26)

(5.327)

Note that if 7,;=7,, /=1, 2, then Fi(p) is a first-order loop.

From the linear theory given in [5-3] and [5-10], we know that the carrier
phase variance is

G’K
2 = LR, L (5.3-28)
P Py
where
_ . . - cl
p, = carrier loop SNR in spacecraft PLL N,B,,
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PcZ

p, = carrier loop SNR in ground PLL = NB,
ne | o tnnEQ T E
B =m0 | e
__2 - 2 + 3 +._1_
SHnEt(n tr DE+re P
1 2
- B, (r,+1)
B, +1)
1+ r1
B, = one-ided loop bandwidth of spacecraft PLL = e
1+ r,
B,, = one-sided loop bandwidth of ground PLL =
4 Ty
VP K. T2
r = Cll2l,l,=1,2

i
le

K, = loop gain in spacecraft (i = 1) or ground (i = 2) PLL

Of course, if bandpass limiters precede the spacecraft and/or ground PLLs,
then the above set of equations defining 03 needs to be adjusted to account
for the limiter suppression factor and the limiter signal-to-noise spectral den-
sity ratio degradation, as discussed in Chapter 3.

The two-way phase error mode is completed by specifying its probability
density function, p(¢,).

( cos ¢2
exp
( o )
—_—;, TSP
P = 2 (i) (5.3-29)
o2
2
\ 0; otherwise
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If f(-) represents the baseline probability of error versus E, /N, curve, then
the bit error probability, P, for a two-way coherent-system high-data-rate
case is given by

n [E
P = f f(]_vb— cos? ¢2) p(¢)2) d¢>2 (5.3-30)

0

where p(¢,) is given in (5.3-29).

5.4 Channel Coding and Coded Telemetry System
Performance

The goal of the channel encoder and decoder is to map the input digital
sequence into a channel input sequence, and, conversely, the channel output
sequence into an output digital sequence, such that the effect of the channel
noise is minimized—that is, such that the number of discrepancies (errors)
between the output and input digital sequences is minimized. The approach is
to introduce redundancy with the channel encoder and to use this redundancy
at the decoder to reconstitute the input sequence as accurately as possible.
Therefore, if an efficient code is selected and a good decoding scheme is used,
we may require for a given bit error rate and a given data rate less ST, /N,
than if the data is transmitted uncoded.

For a treatment of channel coding that is more nearly complete than that
given in this section, the reader should consult [5-11] through [5-19].

5.4.1 Types of Codes

The encoder of Fig. 5-17 accepts at its input a continuous sequence of
information digits. At its output, it produces another sequence with somewhat
more digits, which is fed to the modulator. The decoder accepts a sequence of
channel symbols from the demodulator and translates it into a somewhat
shorter sequence of information digits. The rules under which the encoder and
decoder operate are specified by the particular code that is employed.

There are two fundamentally different types of codes. The encoder for a
block code breaks the continuous sequence of information digits into
K-symbol sections or blocks. It then operates on these blocks independently
according to the particular code to be employed. With each possible informa-
tion block is associated an N-tuple of channel symbols, where N> K. The
result, now called a code word, is transmitted, corrupted by noise, and
decoded independently of all other code words. The quantity N is referred to
as the code length or block length.
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Fig. 5-17. Block-coded digital communication system

The other type of code, called a free code, operates on the information
sequence without breaking it up into independent blocks. Rather, the encoder
for a tree code processes the information continuously and associates each
long (perhaps semi-infinite) information sequence with a code sequence con-
taining somewhat more digits. The encoder breaks its input sequence into
b-symbol blocks, where b is usually a small number. Then, on the basis of this
b-tuple and the preceding information symbols, it emits an n-symbol section
of the code sequence. The name ‘“‘tree code” stems from the fact that the
encoding rules for this type of code are most conveniently described by means
of a tree graph.

The class of convolutional codes forms a subset of the class of tree codes.
These codes are important since they are simpler to implement than other
types of tree codes. In this book the convolutional codes are the only tree
codes considered.

Block codes and convolutional codes have similar error-correcting capabili-
ties and the same fundamental limitations. In particular, Shannon’s funda-
mental theorem for the discrete noisy channel holds for both types of codes.
This result states that a channel has a well-defined capacity and that by using
suitable codes it is possible to transmit information at any rate less than
channel capacity with an arbitrarily small probability of decoding erroneously.

Since the appearance of Shannon’s classic papers® in 1948 and 1949, a
great deal of research has been devoted to the problem of designing efficient

schemes by which information can be coded for reliable transmission across
channels that are corrupted by noise.

3Fora reprint of these papers, see [5-20].
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From a practical standpoint, the essential limitation of all coding and
decoding schemes proposed to date has not been Shannon’s capacity but the
complexity (and cost) of the decoder. For this reason, efforts have been
directed toward the design of coding and decoding schemes that could be
easily implemented.

For transmission from a spacecraft, for example, where the amount of
equipment at the transmitter is much more important than the total amount
of equipment for the communication system, the encoding equipment should
be as simple as possible, lightweight, and more reliable with respect to equip-
ment failure. The complete decoding procedures can be performed on the earth,
where equipment limitations are not severe.

5.4.2 Linear Block Codes

Block encoding can also be regarded as a table-look-up operation, where
each of the M = gX (q is the alphabet size of information symbols) code signal
vectors X;, X,, -, X,, is stored in an N-stage register of a memory bank
and, whenever message u,, is to be transmitted, the corresponding signal
vector X,, is read into the modulator. Alternatively, we may label each of the
M =g¥X messages, as in Fig. 5-17, by a K-vector over a g-ary alphabet. Then
the encoding becomes a one-to-one mapping from the set of message vectors
{u,, = (4, ," -, ung )} into the set of code signal vectors {x,, = (x,,;, -,
X,,n )} We shall concern ourselves primarily with binary alphabets, i.e., g = 2;
thus, initially, we take u,,, € {0, 1} for all m, n.

For binary-input data, a linear code consists simply of a set of modulo-2
linear combinations of the data symbols, which may be implemented as shown
in Fig. 5-18. The K-stage register stores the K incoming information bits that
correspond to data block u,, = (4, -, U,x)-

K STAGES

N MCDULO 2 ADDERS

Fig. 5-18. Linear block encoder
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The encoder then consists of N modulo-2 adders, each of which adds together
a subset of the data symbols u,,, 4,,, -, u,, to generate one code
symbol x,,, where n=1,2,.-.,N as shown in Fig. 5-18. We shall refer to
the vector X, = (X,,;, X, - > X,,n) a8 the code vector or codeword with
block length N. There are 2K codewords. K is called the dimension of the
code. We call the code an (N, K) block code. This code uses N symbols to
send K message symbols, so it is said to have code rate r = K/N.

Thus the linear coding operation for binary data can be represented by

= 53] o d...&®
xml umlgll um2°21 ungKl
D @ . -
Yo T Y8 U8y U, k8 (541
@ . D
me um1°1N ungZN ungKN

where @ denotes modulo-2 addition, and g;,€{0, 1} for all £, n. The term
U, &, 15 an ordinary multiplication, so that u,,, enters into the particular
combination for x,,, if and only if g,,, = 1. The matrix

~ ] |_ =]
&1 &n &N g
&1 &n & &
G = = (5 ‘4'2)
| 81 k2 & | [ &

is called the generator matrix of the linear code and {g;} are its row vectors.
Thus (5.4-1) can be expressed in vector form as

K
X, =u,G = E u, .8 (5.4-3)
k=1

where Q means modulo-2 addition and both u,, and x,, are binary row
vectors.

An important property of linear codes is known as closure: namely, the

property that the modulo-2 termwise sum of two code vectors x,, and x,

X ® x

Xpp @ X = (X X0 X, @ Xpgs e, X (5:4-4)

mNEBka)
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is also a code vector. An interesting consequence of the closure property is
that the set of Hamming distances from a given code vector to the (M- 1)
other code vectors is the same for all code vectors. Define the Hamming
weight of a binary vector as the number of ones in the vector. The Hamming
distance between two vectors X, and X, is then just the Hamming weight of
their modulo-2 termwise sum, denoted w(x,, ® x,). The minimum distance of
a code is the minimum (Hamming) distance between its codewords. Minimum

distance is an important parameter of a linear code.

5.4.2.1 Systematic linear codes. Consider a linear code whose generator
matrix has the form of (5.4-5).

G=|010"-08g;,, & (5.4-5)

We note that a linear code (5.4-3) generated by a matrix (5.4-5) has its first K
code symbols identical to the data symbols. A codeword with this property is

x = xl ...... xK xK+1 ...... xn
— N — ——— N ————
message check
symbols symbols

Such a code, which transmits the K data symbols unchanged together with
N - K “parity check” symbols is called a systematic code. It can be shown
that any one-to-one linear code [5-11, 5-12] is equivalent in performance to a
systematic code.

5.4.2.2 Decoding linear block codes. Suppose the message u=wu, ---ug is
encoded into the codeword x=x; --- Xy, which is then sent through the
channel. Because of channel noise, the received vector y=y, ---yy,
Y,€1{0, 1} may be different from x. Let’s define the error vector

e =yex = (¢ ---€) (5.4-6)

The decoder (Fig. 5-17) must decide from y which message u or which
codeword x was transmitted. Since x =y ® e, it’s enough if the decoder finds
e. The decoder can never be certain what e was. Its strategy therefore will be
to choose the most likely error vector e, given that y was received. Provided
the codewords are all equally likely, this strategy is optimum in the sense that
it minimizes the probability of the decoder making a mistake, and is called
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maximum likelihood decoding. For many channels it can be shown that an
equivalent decoding scheme is simply to compare y with all 2X codewords
and pick the closest in (Hamming) distance. It can be shown that a code with
minimum distance d can correct (d- 1)/2 errors. If d is even, the code can
simultaneously correct (d - 1)/2 errors and detect d/2 errors. If more than d/2
errors occur, the received vector may or may not be closer to some other
codeword than to the correct one. If it is close to some other codeword, the
decoder will be fooled and will output the wrong codeword. This is called a
decoding error. When the receiver makes no attempt to correct errors, but just
tests the received vector to see if it is a codeword, this is called error detec-
tion.

It can be shown [5-14] that the maximum likelihood decoding of any
binary code transmitted over the Binary Symmetric Channel (BSC) is equiva-
lent to minimum distance decoding. That is

6, = u, ifwx, @y)<w(x, ®y)forallm #m (5.4-7)

We now demonstrate a simpler table look-up technique for decoding systema-
tic linear codes on the BSC. Define the N X (V- K) matrix HT by

&k SN
& kv T &N
HY = | 8 ka1 " 8,N (5.4-8)
10 cevv-. 0
01 ~v-v-- 0
Lo 0 oonnn 1]

The matrix H is called the parity-check matrix. Any code vector multiplied by
HT yields the null O vector

x, H =0 (5.49)

Now consider post-multiplying any received vector y by HT. The resulting
(N - K)-dimensional binary vector is called the syndrome of the received
vector and is given by

s = yHT (5.4-10)
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The optimum decoding procedure is outlined below.

Step 1 — Initially prior to decoding, for each of the 2¥~X possible syn-
dromes s, store the corresponding minimum weight vector e satis-
fying (5.4-11), below. A table of 2V-X N.bit entries will result.

eH? = s (5.4-11)

Step 2 — From the N-dimensional received vector y, generate the (V- K)-
dimensional syndrome s by the linear operation (5.4-10); this
requires an /V-stage register and N - K modulo-2 adders.

Step 3 — Do a table look-up in the table of Step 0 to obtain €=e corre-
sponding to the syndrome s found from Step 2.

Step 4 — Obtain the most likely code vector by the operation x,, =y ®¢€.
The first symbols are the data symbols.

Denote the minimum Hamming distance among all pairs of codewords by
d For the maximum likelihood decoder on the BSC outlined above, any

min -
number of errors in a given block that is less than d, . /2 will be corrected.

min

5.4.2.3 Examples of linear block codes. Many linear block codes have been
devised. In what follows we consider two particular block codes that have
recently been employed for the deep-space channel-Golay and Reed-Solomon
codes.

The reader interested in block codes and the algebraic theory behind block
codes may wish to consult [5-21] through [5-29] as a supplement to the
general coding references cited earlier.

5.4.23.1 Golay codes. Two linear block codes, the Golay (23,12) and
(24, 12) codes, have minimum distances equal to 7 and 8 respectively. The
Golay (23,12) is called a perfect code and Golay (24, 12) a quasi-perfect
code. The Golay (24, 12) code is used more often than (23, 12) for various
reasons including its slightly better performance on the AWGN channel. The
Golay (24, 12) code is capable of correcting all patterns of three or fewer bit
errors. It is known that the parity-check matrix of the (24, 12) Golay code
may be written as

H = [[|A] (5.4-12)

217



where [ is the 12 X 12 identity matrix and

L

1101110

.._.
o
—
—_
=)
—_
—_
— =

o o O

(5.4-13)
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00

101110001011
111111111110

—

The Golay codes are among the few linear codes for which all the code vector

weights are known. These

On the BSC, for the
corrects 3 or fewer errors

are summarized in Table 5-2.

(24, 12) code, minimum distance decoding always
and corrects one-sixth of the weight 4 error vectors.

On the other hand, error vectors of weight 5 or more are never corrected.
Similarly for the (23, 12) code, all error vectors of weight 3 or less, and only

these, are corrected.

Table 5-2. Weight of code vectors in Golay codes

Number of code vectors of weight w, N,

Weight, w
(23, 12) code (24, 12) code

0 1 1
7 253 0
8 506 759
11 1288 0
12 1288 2576
15 506 0
16 253 759
23 1 0
24 0 1
Total 4096 4096
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The performance of the Golay (24, 12) code on the AWGN channel is
shown in Fig. 5-19.

5.4.2.3.2 Reed-Solomon codes. The Reed-Solomon (RS) codes are a particu-
larly interesting class of linear block codes. The block length N of a Reed-
Solomon code is ¢ - 1, with g being the alphabet size of the symbols. It can
be seen that these codes are useful only for large alphabet sizes. RS codes
with K information symbols and block length N have a minimum distance,
d,m = N- K + 1. This code has been used effectively in a concatenation code
scheme (see Section (5.4.4)), where the symbols in the Reed-Solomon code
are codewords in a smaller, embedded code. The error probability is an expo-
nentially decreasing function of the block length, and the decoding complex-
ity is proportional to a small power of the block length. Reed-Solomon codes
can be used directly on a channel with a small input alphabet by representing
each letter in a codeword by a sequence of channel letters. Such a technique
is useful on channels where the errors are clustered, since the decoder opera-
tion depends only on the number of sequences of channel outputs that
contain errors.

Using symbols with ¢ =27 for some J, the block length is N = 2/~ 1. For
an arbitrarily chosen odd minimum distance d, the number of information
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Fig.5-19. Block error probability for Golay (24, 12) coded signals on the AWGN channel
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symbols is K= N-d+ 1 and any combination of (d - 1)/2 = (N - K)/2 errors
can be corrected. If we represent each letter in a codeword by J binary digits,
then we can obtain a binary code with KJ information bits and block length
NJ bits. Any noise sequence that alters at most (N - K)/2 of these J length
sequences can be corrected, and thus the code has a burst correcting capabil-
ity of J{(N - K)/2 - 1] + 1, along with the capability of correcting many com-
binations of multiple shorter bursts. Therefore Reed-Solomon codes are very
appropriate on burst noisy channels such as a channel consisting of a convolu-
tional encoder-AWGN channel-Viterbi decoder. Reed-Solomon codes will be
discussed further in Section 5.4.4.

5.4.3 Convolutional Codes

A constraint length K, code rate r = b/n (bits/symbol) convolutional
encoder is a linear finite-state machine consisting of a bK-stage shift register
and 7 linear algebraic function generators (Fig. 5-20). The input data, which is
usually binary, is shifted at a bit rate of 1/7, along the register b bits at a
time. The output symbol rate is equal to 1/T, = (rT,,)"!. In comparison to
block codes, convolutional codes encode the input data bits continuously
rather than in blocks. The convolutional encoder implementation is simpler
and thus less costly and more reliable for spacecraft operation than a block
encoder. A (b, n) linear block code can be regarded as a special case of a
convolutional code with K = 1.

STAGE 1 —\ l- STAGE 2 /’ STAGE bk
BINARY DATA INPUT l T T T T T T T 1
= T

| | | | SHIFT REGISTER
A1 1 1 1 1 1 1 J

b BITS AT A TIME

ADDER 1 MODULO 2 ADDERS

CONVOLUTIONALLY ENCODED
BINARY SYMBOL CUTPUT

COMMUTATCR

Fig. 5-20. Constraint length K, code rate b/n convolutional encoder
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The particular code structure depends on the manner in which the adders
are connected to the shift register. These connections are denoted by a set of
vectors

& = (& 8ns  Gpy)y 1=1,2,--n (5.4-14)

where &; =1 denotes a connection between the jth stage of the shift register
and the ith adder, and gl.j=0 denotes the absence of a connection. The
complete set of g; and the parameter b define the code. Figure 5-21 demon-
strates the meaning of g;.

If the data bits are sent as part of the output, the code is termed “sys-
tematic.” Otherwise, it is “nonsystematic.” Thus, a systematic code is one
which for some 1 <i<nand 0 <m <K - b (usually i =1 and m = 0)

1;j=172)"'3b
g .= (5.4-15)
0; otherwise

Systematic codes have the advantage of the simple quick-look property.
That is, since the data is present explicitly in the symbol stream, it can be
examined without decoding.

CODE GENERATOR

9, = 111

0100 _
22 101
X
K1
- X1 Xk2
DATA u, /\ (0, 0), (1, 1), (0, 1) (0, 1)
—————] 1 2 3 I —
0110 o
Xk2
+ \v PARITY BITS

0111

Fig.5-21. Nonsystematic convolutional encoder withK = 3, r = 1/2; the code generator
denotes the top positions
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Some of the code structures are transparent to code inversion—that is, if
the signs of the input bits are reversed, the coded output bit sequence is
simply inverted. Thus, if the numbers of “ones” or weights of all g;’s are odd,
then the code is transparent to a sign inversion. That is, the decoded output
bit stream has the same sign ambiguity as the input. This transparency is
valuable if biphase-modulated PSK is used with its ensuing sign ambiguity, for
it permits decoding prior to ambiguity removal.

In deep-space telecommunication, data-derived symbol synchronization,
rather than a separate synchronization channel, is used. Inverting alternate
symbols of a convolutional encoder output provides sufficient density of
symbol transitions to guarantee adequate symbol synchronizer performance, a
guarantee otherwise lacking. Although alternate symbol inversion may increase
or decrease the average transition density, depending on the data source
model, it does limit the number of contiguous symbols without transition for
a particular class of convolutional codes, independent of the data source
model. Further, this limit is sufficiently small to guarantee acceptable symbol
synchronizer performance for typical applications. Subsequent inversion of
alternate detected symbols permits proper decoding. In Fig. 5-22, two NASA
Planetary Standard constraint length 7, convolutional codes with code rates
1/2 and 1/3 and symbol inverters are shown. The maximum number of contig-
uous symbols without transition for the 1/2 and 1/3 code-rates of the con-
volutional codes of Fig. 5-23 are 14 and 12, respectively.

Before turning to the subject of decoding convolutional codes, we call
[5-2], [5-3], and [5-30] through [5-32] to the reader’s attention. These
references, along with the general coding references cited earlier, are a repre-
sentative cross section of the literature on the subject of convolutional codes.

5.4.3.1 Viterbi decoding of convolutional codes. In this subsection we con-
sider the performance of Viterbi decoders, including the effect of noisy carrier
reference. For discussions on the design of Viterbi decoders, the reader should
consult Appendix A and [5-33] and [5-34].

The Viterbi Algorithm decoder of the Standard NASA K =7, r=1/2 con-
volutional codes with 8-level (3-bit) quantization is called the Maximum Like-
lihood Convolutional Decoder (MCD). For the MCD the probability of bit
error baseline (that is, with perfect carrier reference) has been determined by
simulaticn. If f(+) denotes the probability of bit error, then, according to
[5-52] and [5-53]
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Fig. 5-22. Constraint length K = 7, code rate 1/2, NASA standard convolutional code

exp (o, -~ &, x%); x

f?) = (5.4-16)
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Fig. 5-23. Constraint length K = 7, code rate 1/3, NASA standard
convolutional code

where a, = 4.4514 and «, = 5.7230. For perfect carrier reference, i.e., the base-
line case, we have x2 = E, /N,. This model has been compared with two sets
of experimental data and shown to yield excellent agreement, as illustrated in
Fig. 5-24.

A modification to the use of this model for computing bit error probability
performance over channels with carrier tracking was suggested in [5-53].
Basically this modification accounts for the effect of symbol stream inversion
when the absolute value of the carrier tracking phase-locked loop phase error
is between /2 and 7. Since in a biphase suppressed carrier system with
perfectly resolved ambiguity this cannot occur [see (5.6-23)], then the above
modification is unnecessary.

The effect of carrier phase jitter on the Viterbi decoding of convolutionally
encoded data can be found [5-34] as
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/2 Eb us Eb
P = 2]; f 700032 ¢)p(¢)d¢+2f l—f('N—COS2 ¢> p(¢) do

2 0
(5.4-17)
where p(¢) is a one-way or two-way carrier phase error density function. For

one-way tracking we can use a model for the pdf of phase error in (5.3-18),
with loop SNR

p = (5.4-18)

for PLL preceded by a bandpass limiter (see Chapter 3). In (5.4-18), P, is the
carrier power, B; is the noise loop bandwidth and I" is the performance factor
of a bandpass limiter (see Chapter 3). The loop SNR can easily be related to
carrier margin. This relation depends on loop noise bandwidth at threshold
B, . The relation between p and the carrier margin is shown in Fig. 5-25. The
effect of a noisy reference on P, is shown in Fig. 5-26.

25 T T ! T

20

ZBLO =12 Hz

Byp - 2200 Hz

LOOP SNR, dB

2BLO =30 Hz

BIF = 2000 Hz

[} 1 1 1 |
o B 10 15 20 25

CARRIER MARGIN, dB

Fig. 5-25. Relation between loop SNR and carrier margin
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Radio loss for a given bit error rate P, is defined as the excess of £, /N,
required under noisy reference to achieve the same P, as under perfect refer-
ence; i.e., given Py, let (£, /N,), satisfy

E
P = f(Tb) (5.4-19)
Y 1
and (E,/N,), satisfy
E
P o= f (—i) cos? ¢ (5.4-20)
2

where the average is over ¢ and is given by (5.4-17). Then

E, E,
radio loss in dB = K - ]_V; (5.4-21)

2 1

For a given P,, the radio loss curves are shown in Fig. 5-27. Radio loss will be
further discussed in Section 5.5.1.

For two-way tracking we can use a model for phase error in (5.3-29), with

p; = NoBL Fi; i=1,2 (5.4-22)
i v

The index i=1 indicates the uplink and i=2 indicates the downlink. Using
p(¢) given by (5.3-29) and (5.4-22) in (5.4-17) we can get the effect of
two-way carrier tracking on P,. The performance of the system when two-way
carrier tracking is used for various link conditions is given in Figs. 5-28
through 5-37.

5.4.3.2 Sequential decoding of convolutional codes. In this subsection we con-
sider the performance of sequential decoders for convolutional codes, includ-
ing the effect of a noisy carrier reference. For more details on the perfor-
mance of sequential decoders, the reader should consult [5-35] through
[5-38]. For discussions on the design of sequential decoders, the reader
should consult Appendix B, [5-2], and [5-39].

From a performance point of view there are two types of decoding failure.
The first, called an wundetected error, occurs when the decoder accepts a
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Fig. 5-31. Two-way link bit error probability performance of Viterbi decoder for
K = 7, r = 1/2, convolutional code
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Fig. 5-34. Two-way link bit error probability performance of Viterbi decoder for
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number of wrong hypotheses and moves ahead anyway. The probability asso-
ciated with this event is called the undetected error probability or the bit
error probability. The second, called a buffer overflow, occurs when the num-
ber of computations permitted per frame? is exceeded. In this case, the frame
cannot be decoded, and is considered an erased or deleted frame. The fre-
quency with which this event happens is called the frame deletion probability
or frame erasure probability. At this point, the decoder is forced into a
resynchronization mode, and until the decoder is again decoding normally,
uncorrected data are delivered to the user, containing the original channel
errors.

Currently, for the Deep Space Network (DSN), decoding is possible for
either of the two encoding implementation configurations shown in Figs. 5-38
and 5-39.

The convolutional codes, which are sequentially decoded, typically have a
large enough constraint length so that the undetected error probability of the
decoder is negligible compared to the probability that a block cannot be
successfully decoded in the time allowed. Thus the limiting factor for sequen-
tial decoding is the probability that large amounts of computation are
required to decode a frame of the code, rather than the probability of error.
Thus, in this part we only consider the effects of noisy carrier reference on
deletion probability, although the results can easily be extended to undetected
error probability with the same procedure that is going to be used for deter-
mining deletion probability.

5.4.3.2.1 Sequential decoding with noisy carrier reference: high-rate model.
Before going to the derivation of the effect of a noisy carrier on deletion
(erasure) probability, we should note two facts. The first fact is that whenever
the number of computations needed to decode a code frame is large, its
distribution is dominated by single long computations, representing decoder
penetration from node level j- [ to j, for some j, I The second fact is that
whenever the number of computations is small, the distribution function
represents the sum of many small computations.

Now, for high-data-rate systems, if the ratio & = R/2 B, is very large, where
B, is the phase-locked loop bandwidth and R is the data symbol rate, then it
is reasonable to assume that the phase error ¢ is essentially constant over a
frame of data. Thus, in this situation we can average the deletion probability
curves conditioned on bit SNR (which depends on phase error ¢) over the
distribution of the phase error, to derive an estimate of decoding performance

%The encoder is set to a known state at the beginning of each L bits of data. Each L-bit
block of data constitutes a frame.
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with noisy reference. The pseudo-theoretical distribution of decoding compu-
tations, which results from treating phase error as constant over an entire
frame by averaging the perfect-reference computation distribution over the
phase error distribution, has thus two levels of validity: it is an accurate
estimate of the low probability, long computation events, which correspond to
erasures in a typical system; and it represents an upper bound to the degrada-
tion due to phase error for the sums of several short searches, which occur
with higher probability and which seldom represent erasures. To obtain
numerical results, the baseline deletion probability curves should be approxi-
mated by a function of bit SNR = E, /N, and an average number of computa-
tions per bit N (if we fix the decoder speed u, which is the number of
computations per branch, and the buffer size B branches, we should get NL =
uB). The chosen approximating function [5-35 and 5-36] is

P{deletion|SNR} = exp

i=

1 2
2 ZAI.].(SNR)f (N | (5.423)
=1 j=0

The coefficients 4, were determined by a two-dimensional, least-square poly-
nomial fit. The coefficients depend on frame length L. The coefficients 4;; are
given in Table 5-3 for frames where L = 192 bits, used in Pioneer spacecraft,
and in Table 54 for frames where L = 1152 bits, used in Project Helios. This
function for frame length L = 1152 bits is shown in Fig. 5-40. Therefore, using

Table 5-3. Coefficients A '.l.for L=192

] -1 0 1

0 -4.48 5.81 -0.329
491 -5.01 0.806

2 ~1.25 0.995 -0.685

Table 5-4. Coefficients A i,.for L=1152

i -1 0 1

0 2.397 8.824 -0.9887
1 -0.5331 -6.788 1.569
2 0.02303 0.8848 -0.8543
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an approximated function (5.4-23), we can find the probability deletion (given
I, wand B) as
Xig
P{deletion} = f P{deletion
-

No

E,
— cos? ¢, p(¢) do (5.4-24)

where P {deletion|(E, | N,) cos? ¢} is given by (5.4-23), replacing SNR = E [N,
with SNR = (E,/N,) cos? ¢, and p(¢) is the probability density function of
the phase error ¢ in a phase-locked loop [5-3] (see also Chapter 3), as given in
(5.4-18). Finally, note that evaluation of decoding performance from the
high-data-rate models always can serve as an upper bound on decoding perfor-
mance even if the phase error ¢ is not constant during the entire frame.

5.4.3.2.2 Sequential decoding with noisy carrier reference: low-rate model. 1f
the ratio

(5.4-25)

is small, we can assume that the phase error is independent from bit to bit
and can compute the expected loss in signal amplitude into the decoder by
averaging over the distribution of ¢. Therefore [5-37], approximating

1 T x
T cos ¢(t) dt =1 5 (5.4-26)
m 0

where T, is the integration time and x is defined as

e

X

I
L f §2(¢) dt (5.427)
m 0

we get effective bit SNR (Eb/NO)eff as

Eb _ Eb 2 x 2
(Wo-) 270 f (1 —-2-> p(x) dx (5.4-28)
eff 0

where p(x) is the probability density function of x. Noting that the auto-
correlation function of phase error ¢(¢) is approximately

~ 2 - -
R (1) = 0 exp (-4 B |7]) (5.4-29)
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it can then be shown [5-36] and [5-38] that p(x) is approximately

p(x) = \/%'exp (v2ab) \/px exp (- apx - ;2—) ;0<x  (5.4-30)

where

b=a- 1+%
(5.4-31)
1
5 =
2BLTm
B(5) = 1

-

for the low-rate model. Where ¢ is independent from bit to bit, clearly the
integration time is equal to bit time T, i.e.,

T =T (5.4-32)

Now, if we replace (Eb/NO)eff of (5.4-28) with the bit SNR in (5.4-23) we
get the deletion probability of sequential decoding for the low-rate model.

5.4.3.2.3 Sequential decoding with noisy carrier reference: medium-rate
model. For medium data rates between 10 to 1000 bps an approach has been

suggested for obtaining the effect of noisy carrier reference on sequential
decoding [5-36] as

2 E 2 *°
P{deletion} = f P {deletionlSNR = Fb (1 "%) } p(x) dx + f p(x) dx
o 0

2
(5.4-33)

where P{deletion|SNR} is given by (5.4-23) and p(x) is given by (5.4-30).
Here, integration time 7, is not T, and should be chosen appropriately. It
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has been argued that 7,, for rate 1/n convolutional codes should be approxi-

mated by
- 1 uB
T, =2 [l ~“—B;log2 (l +—2')]Tb

Effects of noisy carrier reference on deletion probability as a function of
the total power-to-noise spectral density (P/N,) are shown in Figs. 5-41
through 5-44 using (5.4-24) and appropriate data-rate models. We note that

(5.4-34)
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10 F \ \ 1 ‘ k 3
— —e
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Fig. 5-41. Modeled deletion probability for Helios, M/ = 42 deg
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Fig. 5-42. Modeled deletion probability for Helios, MI = 55 deg

this method for the medium-rate model can also be used for Viterbi decoding
if the integration time T, is properly redefined.

5.4.4 Reed-Solomon/Viterbi Concatenated Coding

This subsection discusses a particular concatenated coding scheme of impor-
tance for deep-space communication. It is the Reed-Solomon/Viterbi concate-

nated code, consisting of a Reed-Solomon outer code and a convolutional

inner code (which is Viterbi decoded). The reader may wish to consult [5-40]
for the theory of concatenated coding and [5-41] through [5-46] for more
information on the Reed-Solomon/Viterbi concatenated code.
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A block diagram of the concatenated coding system is given in Fig. 5-45.
The binary input data sequence is divided into J bit sequences to form sym-
bols over a 27-ary alphabet. The Reed-Solomon (RS) code then encodes the
symbols such that any combination of E or fewer symbol errors per RS word
(27- 1 symbols per word) can be corrected. A very simple block diagram of a
Reed-Solomon (RS) block coder is shown in Fig. 5-46.
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———-1 OUTER | INTERLEAVING —b{ INNER | | MODULATOR ey
ENCODER BUFFER ENCODER
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CHANNEL
DECODED
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Fig. 5-45. Concatenated coding system block diagram
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N

~
CODEWORD SI1ZE = 279 — 1

Fig. 5-46. Reed-Solomon encoder input—output relations

The RS code is nonbinary. An RS symbol consists of a sequence of J bits
so that there are 27 possible RS symbols. All coding and decoding operations
involve RS symbols, not individual bits.

K = 27- (1+25) (5.4-35)

information symbols (or J[2/~ (1+ 2E)] information bits) from some data
source enter the RS coder to the left. The result of coding operations is a
codeword of length

N =2/-1 (5.4-36)

symbols, of which the first 27~ (1 +2FE) are the same symbols as those
entering to the left. This makes the code systematic. The remainder of the
codeword is filled in with 2F parity symbols. An RS symbol is in error if any
of the J bits making up the symbol are in error. £ represents the number of
correctable RS symbol errors in an RS codeword. That is, if E or less RS
symbols are in error in any way, the decoder will be capable of correcting
them.
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We put attention on the specific system with J=8, E'=16. The basic
codeword structure of this specific codeword with J = 8, £ = 16, is given in
Fig. 5-47. Note that the overhead associated with the parity symbols is only
around 15 percent. If desired, a “quick look™ at the data (information bits)
would still be possible since the code is systematic. Typically, the inner con-
volutional code corrects enough errors so that a high-code-rate outer code can
reduce the error probability to the desired level.

The interleaving buffers are required because the inner Viterbi decoder
errors tend to occur in bursts, which occasionally are as long as several con-
straint lengths. Without interleaving, Viterbi decoder burst error events would
tend to occur within one RS codeword. That one codeword would have to
correct all of these errors. Thus over a period of time there would be a
tendency for some codewords to have “too many” errors to correct (i.e., greater
than 16).

Figure 5-48 [5-41] illustrates two interleaver methods with an encoder
code array of I RS codewords (for I levels of interleaving). The figure gives
the sequence for reading and writing symbols from interleavers represented by
the code array. Interleaver B has the advantage that all of the data symbols of
the code array do not have to be stored before the symbols can be trans-
mitted to the convolutional encoder. However, when an RS word error is
made, it will, in general, cause more source block errors than interleaver 4.
The purpose of interleaving and de-interleaving is to make the RS symbol
errors, at the input of the RS decoder, independent of each other and to
distribute the RS symbol errors uniformly; in other words, to distribute the

CODE WORD SIZE = 2040 BITS

1784 (= 8 x 223) INFORMATION BITS I 256 PARITY BITS
| I [

| |
—| 8BITS |4
| |

G e T L e

RS, RS, RSy ¢ o s o o s o Sy Rszz:«) (Rszu « o e . F'%55)

—_

-
I

223 RS INFORMATION SYMBOLS 32 RS PARITY SYMBOLS

T

le
I
Fig. 5-47. Reed-Solomon codeword structure,J = 8,E = 16
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Fig. 5-48. Encoder code array representation of interleaving methods

burst errors out of the Viterbi decoder among several codewords. The perfor-
mance of the RS decoder is severely degraded by highly correlated errors
among several successive symbols. )

The level of interleaving I corresponds to the number of RS codewords
involved in the interleaving and de-interleaving operation. Interleaving and
de-interleaving operations over a channel can be explained simply by consider-
ing two X 27 -1 matrices, one at the input of the channel and one at the
output (see Fig. 5-48). For interleaving, put the codeword with length 27 - 1
in rows 1, 2,--., I of the matrix, then transmit the symbols of columns 1,
2,---, 27 -1 through the channel. For de-interleaving, do the reverse opera-
tion. For the Reed-Solomon code (255, 223), simulation results have shown
that the interleaving level of /=16 is adequate for making the RS symbol
errors independent of each other. Thus, henceforth we can assume that the
interleaving, convolutional code, AWGN channel, Viterbi decoder, and
de-interleaving in tandem create an equivalent 27-ary Discrete Memoryless
Channel (DMC) with transition error probability .

In decoding the RS codewords, essentially three events may happen. The
first event happens if there are £ or less RS symbol errors in a codeword. In
this case the decoder successfully corrects the errors and outputs the correct
information block. The second event happens if the number of RS symbol
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errors in a codeword are more than £ but the corrupted codeword is not close to
any other codeword within the distance of £ symbols. In this case the RS
decoder fails to decode and outputs the first 27 - 1 - 2E undecoded informa-
tion symbols that may contain symbol errors. The third event happens if the
number of RS symbol errors in a codeword is more than E, and the corrupted
codeword is closer to some other codeword within the distance of £ symbols.
In this case the decoder is fooled, decodes incorrectly, and outputs a wrong
information block. In other words, it claims the decoded block as a correct
one and by doing this it may add up to £ more symbol errors to the decoded
output. Fortunately for most of the RS codes of interest with large alphabet
size, in particular for the (255, 223) RS code, the probability that the third
event happens is very small [5-47]. This probability has very little effect on
the error probability performance of an RS code in the range of interest. In
[5-47] it has been shown that the probability of the third event, i.e., an incor-
rect decoding event, is less than 107!3. Therefore, for the practical range of
interest in error probability performance, it almost surely can be assumed that
only the first and second events happen.

5.4.4.1 Error performance.
(1) RS codeword error probability:

Denote the word error probability for an (N, K) RS code by P, (N, E).
An RS codeword is in error when there are more than £ channel
symbol errors in a received codeword y. Therefore, we should consider

all combinations of j symbol errors within the 27/ - 1 symbol, for all
J>E.

The RS codeword error probability is (see also [5-41])

N

P (N,E)y = PR +#x,) = Z (iv ) 71 -0V (5437
J=E+1

where 7 is the RS decoder input symbol error probability; i.e., 7 is
the probability for one or more bit errors occurring in a string of J
consecutive bits. For the experimentally determined statistics of 7 with
a non-noisy carrier reference, the resulting RS word error probability is
shown in Fig. 5-49.

(2) RS information-block error probability:

Note that if a codeword is in error it is not necessary that the corre-
sponding information block be in error. This error probability is impor-
tant for source coding (data compression). Denote the information-
block error probability by F;. Based on our assumptions, we should
subtract the probability of all possible patterns of symbol errors that

254



, CONCATENATED SYSTEM;

BIT ERROR PROBABILITY, Pb’ JUPITER/SATURN CHANNEL ALONE

WORD ERROR PROBABILITY, PRS

I \ ]
\
- \ -
10" 2 \ _

1073 -
5 JUPITER/SATURN CHANNEL 4
VITERBI DECODED
CONVOLUTIONAL
- K=7, r=1/2 .
1074 ]

- CONCATENATED
REED-SOLOMON
B (J=8, E=16) AND
VITERBI DECODED
CONVOLUTIONAL
K=7,T=1/2

1078 ] ] ] 1 1 1 !
0 1 2 3 4 5 6 7 8
BIT SIGNAL ENERGY-TO-NOISE SPECTRAL DENSITY, E_/N dB

o
Fig. 5-49. Concatenated Reed-Solomon/Viterbi decoder performance curves

happen only in parity check symbols, from P,. This implies that the
information block is still correct. Thus, we have

N

= P( = Ny N-j

P =PQ,_+#u )= E(]) (1 -m
j=E+1

2F

-X ()ra-or

J=E+1 (5.4-38)
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(3)

(4)

Obviously, in the practical range of error probability, the last term can
be ignored and we have approximately,

P =P (N, E) (5.4-39)

RS symbol error probability (out of the RS decoder):

Denote the RS symbol error probability by Z,. When the RS decoder
fails to decode, the symbol error pattern is exactly the same at the
input and output of the RS decoder. Now, in order that an output RS
symbol at, say, position k, k=1, 2,---, 2/ - 1- 2F be in error, the
input RS symbol at the same position & should be in error. In addi-
tion, there should be £ or greater input RS symbol errors in the
remaining N - 1 symbols of the received codewords out of the Viterbi
decoder, i.e., other than at the position k. The probability that the
input RS symbol at position &k be in error is 7. The probability that
there will be £ or more input RS symbol errors in the remaining
positions, i.e., NV - 1 places of received codeword, is

N-1

P(N-1,E-1) = Z (N'. 1) (1 - ;N1 (5.4-40)
j=E g
Thus
P =naP (N-1E-1) (5.4-41)

RS bit error probability:

Denote the RS bit error rate by P, (RS). In order that a bit at, say,
position m, m=1, 2,---, J within the RS output symbol at, say,
position k, k=1, 2,---, 27~ 1~ 2F be in error, the bit at the posi-
tion m within the input RS symbol at position &£ of an uncoded code-
word should be in error and there should be £ or more RS symbol
errors in the received codeword out of the Viterbi decoder in m other
positions than k. But the probability that a bit would be in error in an
undecoded RS codeword is the bit error rate of the Viterbi decoder
denoted by P,(Viterbi). The probability that there are £ or more RS
symbol errors in an undecoded codeword in positions other than k is
given by (5.4-40). Thus, the RS bit error probability is [5-47]

P,(RS) = P,(Viterbi) P (N - 1,E - 1) (5.4-42)

256



5.4.4.2 A functional model for the RS decoder input-symbol error probability.
Based on simulation results of Linkabit for 7 given in [5-42] and using a least-
squares curve fit, we proposed a simple model for 7 as

E E 8
b b 0
exp<BO_BIN); AR

Eb 0 0 1
™ —N—) = (5.4-43)
0 E, By
1-277; 0 — < —
’ N B

where 3, = 4.9551, 8, = 5.2275 and Eb/No is the bit SNR of the Viterbi
channel (inner code). Figure 5-50 shows the baseline symbol error probability
m for the (255, 223) RS code vs £, /N, of the Viterbi channel.

Based on our functional model for m, P, (RS), P, and P,, are shown in Fig.
5-51 for concatenated coding with the (255, 223) RS code and the (7, 1/2)
convolutional code, versus the Eb/N0 of the concatenated channel. Note that
the code rate of the RS code is

2/ - 1-2F
27 -1

RS code rate = ]—]\i— (5.4-44)

SYMBOL ERROR PROBABILITY (INNER CODE), T

1073 ] 1 | 1
1.0 1.5 2.0 2.5 3.0 3.5

BIT SNR (INNER CODE), dB

Fig. 5-50. Symbol error probability = for (255, 223) Reed-Solomon code vs bit SNR of
the Viterbi inner code
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Fig.5-51. P, P and P performance curves
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5.4.4.3 Effects of phase jitter. If the data rate is large enough compared with
the PLL loop bandwidth so that the phase error does not vary significantly
during the Viterbi decoder error bursts, then the phase error can be assumed
to be constant during one RS symbol. In addition, since we have 7= 16 level
of interleaving, the phase errors affect RS input symbols approximately inde-
pendently. Noting the approach we have taken for derivation of P, P, and
P,(RS), we have

N
P, = E{P (6,8, -+ o)} = Z (7)@)’(1 -m(@) T (5.445)
j=E+1
and
P, = P (Viterbi (VY oy Han-1-i
s = B, (Viterbil) 3 (7, | (@Y (1 - n(@)) (5.446)
j=E
where
_ ~ (E,
n(¢) = f ™\~ cos? ¢ | p(¢) do (5.4-47)
x 0

p(¢) is the probability density function of the phase jitter given by (5.4-18),
and n(-) is given by (5.4-43), replacing £,/N, with (E,/N,) cos? ¢. n(¢) is
shown in Fig. 5-52 for various values of loop SNR p. The effect of a noisy
carrier reference on the Reed-Solomon/Viterbi bit error rate performance
given by (5.4-46) is shown in Fig. 5-53. Note that in (5.4-46) P,(Viterbi|¢)
can be computed from (5.4-17). For the effect of a noisy carrier reference on
RS/Viterbi, we also recommend [5-46] to the interested reader. The effect of
node synchronization loss of the Viterbi decoder on RS bit error probability
is discussed in [5-47].

5.4.4.4 Effects of slow fading on the RS/Viterbi decoder performance. The
RF telemetry signal can be expressed as

s(f) = V24 sin (wyt + m(t)) (5.4-48)
where m(f) contains the telemetry information that can be a subcarrier,

phase-modulated with a binary data stream. Now if this signal is passed
through a fading channel, at the output we have

r(t) = /2 a(t) sin (wgt + m(r) + 6(1)) + n(r) (5.4-49)
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Fig. 5-52. Effects of noisy carrier reference on symbol error probability =

where a(t) is a random amplitude process and 6(¢) is a random phase process.
If a(t) and 6(t) change slowly with time, and the spectral bandwidths of a(?)
and 6(¢) are narrow with respect to the average loop bandwidth of the
receiver PLL, then 6(¢), together with the carrier phase, will be tracked.

Here we consider a slowly varying fading channel with perfect tracking. We
can have Rayleigh, Rician, or Lognormal channels. Consider first the Rician
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channel, since it is Rayleigh with an added specular component. If we pass a
transmitted signal (5.4-48) through a Rician channel we get

r(t) = VZAsin (wyt + m(1)) + /2 n (1) cos (w,t + m(1))
+/2 n(t) sin (wyt + m(1)) + n(r) (5.4-50)

where 1. and ng are zero mean Gaussian random processes, each with variance
02. Then the received signal amplitude a(f) has the Rician probability density

function.
2 2
£ exp _(@+47) I “ . a=0
o2 202 o?
pa) = (5.4-51)
0; otherwise
Define
A 2
2 A (5.4-52)
2 62

as the ratio of the specular power to the fading power. Suppose the received
power is P where

P=A+2¢% (5.4-53)
Let’s normalize a(?) as
a(t)
) = —=2- 5.4-54
»(t) JF ( )
Then
(1 + ) exp [F(1+v)) ¥ - P L [V D)) y20
py) =
0; otherwise
(5.4-55)
with
P2 =1 (5.4-56)
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For a Rayleigh channel, we don’t have a specular component, which means
A =0 or ¥? =0; then the pdf for y is

(5.4-57)

2yexp(-»?); »=0
p(y) =

0; otherwise

Figure 5-54 shows p(y), given in (5.4-55) and (5.4-57). For a Lognormal
channel the received signal amplitude is of the form

a(t) = A4 O (5.4-58)

where x(#) is a Gaussian random process with variance afc and the pdf of
normalized a(?) as in (5.4-54) is

1 (ny+ 0)2:)2
exp |- 2 ; y=20
yV2lno, 20}
py) = (5.4-59)

0; otherwise

Therefore in all cases we can assume the received signal is
r(t) = 2Py cos [w,t + m(1) + 6(1)] + n(t) (5.4-60)
where the pdf of y is given by (5.4-55), (5.4-57), or (5.4-59).
If the signal amplitude changes very slowly in comparison to the bit rate, y

will remain constant over a large number of bits. On the other hand, £ levels
of interleaving make y affect RS symbols independently. Therefore, we have

£,

m =7 = fm Tr(N—y2) p(y) dy (5.4-61)
0 0

and

E,
V| pO)dy  (5.4-62)

P, (Viterbi) = P, (Viterbi|y*) = f f
0

0

where f(+) is given by (5.4-16).
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Using these averages in (5.4-37), (5.4-4), and (5.4-42) we can get the per-
formance of a concatenated coded system in the presence of a slow fading
channel. The corresponding performance curves are shown in Figs. 5-55 and
5-56.

5.5 Telemetry System Losses

When the carrier phase, the subcarrier phase, and the symbol and word
timing references are all derived perfectly at the Deep Space Station (DSS),
the bit error probability, Py, is a well-defined function of E,[N,. It is conve-
nient to denote that function as f(-).

E
S
P = f(No) no system losses (5.5-1)

where f(+) is the system’s bit error probability as a function of bit SNR in the
case of perfect carrier tracking. Of course, f(-) will depend on the particular
modulation, coding, and decoding schemes used.

In general, the carrier phase, the subcarrier phase, and the symbol and
word timing references are not derived perfectly at the DSS. Under these
circumstances, it is necessary to define telemetry system loss Mg as

£,
P =7f Fo g (5.5-2)
Or, equivalently,
@) (5.53)
n = -
Y
Mo

In the analysis of telemetry system loss, the assumption is generally made
that the total system loss is the product of four independent subsystem losses
[5-48]. This assumption allows the analysis to proceed with four separate,
tractable problems. Thus, with the subcarrier phase and the symbol and word
timing references assumed to be perfectly derived at the DSS, the telemetry
performance degradation resulting from imperfect carrier phase recovery deter-
mines radio loss or noisy reference loss Mg - Subcarrier demodulation loss
Nspr, and symbol (or bit) synchronization and detection loss Npspr, are
similarly defined. Waveform distortion loss Nwpr, 1S a transmitter/channel
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Fig. 5-55. P, (RS) vs bit SNR for Rician (y2> 0) and Rayleigh (y2= 0) fading channeis
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effect whereby the subcarrier is not a symmetric square-wave. Telemetry sys-
tem loss is conceptually defined as in (5.5-2) and (5.5-3), and these are useful
definitions if the loss is to be determined experimentally. However, for analy-
tical determinations of ng, the operational definition shall be

Mg = Mg "spr, Tespr "wor (5.5-4)

General mathematical models for ng;, ngpr, Mgspyr» and nyp; are given in
the subsections to follow. An approach discussed in section 5.6.6 in connection
with suppressed carrier systems can also be applied here to obtain good approxi-
mate results for these losses. The carrier and subcarrier synchronization (sync)
are the principal source of performance degradation in deep space telecom-
munications. The further deterioration of performance, due to the lack of
perfect sync information such as symbol, word, and frame sync, is negligible
relative to the carrier and subcarrier sync in most applications.

5.5.1 Radio Loss

When only the carrier phase is imperfectly derived at the DSS, the telem-
etry bit error probability P,(¢) conditioned on the carrier phase tracking error

¢ is
Eb 1 T 2
Pb(¢) = f V[—ff cos ¢ dt ] (5.5-5)

Y 0

where T = detector integration time. ¢(¢) is a stochastic process whose proba-
bility density [5-10] (see also Chapter 3) is given in (5.3-18).

At this point, three cases must be distinguished: low data rate, high data
rate, and medium data rate. For coded communication systems, in order to
determine whether a high-, medium-, or low-data-rate model should be used,
one should consider the phase error dynamics (how fast it is changing) and
the time it takes to decode one bit. For our discussion here, the use of a data-
rate-to-carrier tracking-loop bandwidth ratio is sufficient to illustrate these three
cases.

5.5.1.1 Radio loss—low-data-rate case. If the data-rate-to-carrier tracking-loop

bandwidth is low enough that ¢(r) varies rapidly during time T, then the
following low-rate approximation is appropriate.

T +m
—]1: f cos ¢ dt = f cos ¢ p(¢) do (5.5-6)
0

et/
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From which it follows that

_[4e7? s
HRL(LR) = m ( . '7)

5.5.1.2 Radio loss—high-data-rate case. If the data-rate-to-carrier trackingloop
bandwidth ratio is high enough so that any resulting carrier phase error, ¢(t),
changes slowly over the interval (0, T), then ¢(#) can be assumed constant
over this interval. Hence,

T
%f cos o dt = cos ¢ (5.5-8)
0

The high-rate radio loss then becomes

r [E
r ‘{ f f [Vb cos? ¢] p() do
n 0

L
NO

MRLER) = (5.5-9)

5.5.1.3 Radio loss—medium-data-rate case. If neither the high-rate nor the low-
rate assumptions are appropriate, then the following interpolation scheme is
employed.

Trooary = Mri@r) % ¥ Mriary (7 @) (5.5-10)

where [5-48]
—21—6—“1— -8 (5.5-11)
ac = P g exp ’8—0- .
and
§ = —— (5.5-12)

Examples of high-, medium-, and low-data-rate radio losses as a function of
carrier loop SNR are plotted in Fig. 5-57 for the case of uncoded telemetry.
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Fig. 5-57. One-way radio loss versus carrier loop SNR for uncoded telemetry

The radio loss as a function of carrier loop SNR for the convolutionally coded
high-rate telemetry using a Viterbi decoder was plotted in Fig. 5-27.
5.5.2 Subcarrier Demodulation Loss

When only the subcarrier phase is imperfectly derived at the DSS the
telemetry bit error probability Pb (¢sc) conditioned on the subcarrier phase
tracking error d)sc is

E T 2
P(9,) = f{ﬁf [Tlf (1 —%—icﬁscl) d{I } (5.5-13)
0

where T = detector integration time.

¢,.(#) is a stochastic process whose probability density is [5-5]

¢2
exp [-—= (5.5-14)
20;

p(o,) = >

2ﬂ0¢
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where

" (5.5-15)

Eb 1.2
0.877+0.2{—

No

Eb 1.2
1.0+0.2 N

0

o = 0.769 (5.5-16)

erf \/%— I

1+0.345 p' +50(0")°

I >~
0.862 +0.69 p’ + 500"y

SL

(5.5-17)

o=@y /A (5.5-18)
sc B '
IF

p.. = SNRin the subcarrier loop bandwidth

s¢

In the above, the suppression factor &' is for the assumed 50% symbol transi-
tion density. Again, three cases must be distinguished: low data rate, high data
rate, and medium data rate.

5.5.2.1 Subcarrier demodulation loss—low-data-rate case. If the data-rate-to-
subcarrier-tracking-loop bandwidth ratio is low enough that ¢_ (#) varies
rapidly during time 7T, then the following low-rate approximation is appro-

priate.
T +oo 4
1 2 _ _2

(5.5-19)
From which it follows that
2
802
_ __9 5.5-20
MspLar)y = (l - ) ( )

271



5.5.2.2 Subcarrier demodulation loss—high-data-rate case. If the data-rate-to-
subcarrier-tracking-loop bandwidth ratio is high enough that any resulting sub-
carrier phase error is constant over the time interval (0, 7), then

T
! 2 2
T_/; (1 T I¢sc|) drt = 1 p I¢sc| (5.5-21)

The high-rate subcarrier demodulation loss then becomes

v [E
= %f f[N_b (1 - % |¢SC|)2:| p(¢,)de,, ;
- 0

E
No

Nsprr) =

(5.5-22)

5.5.2.3 Subcarrier demodulation loss—medium-data-rate case. If neither the
high-rate nor the low-rate assumptions are appropriate, then the following
interpolation scheme is employed.

Msprr) — MsprL@r) %e ¥ spLar) (1-ay) (5.5-23)
where
0.091356_+ 82
a,, = — (5.5-24)
1+3.37188 +62
and

5 = e (5.5-25)
B, . is the SDA loop bandwidth (one-sided). Subcarrier demodulation loss for
uncoded telemetry is plotted in Fig. 5-58 for several data rates.

5.5.3 Symbol or Bit Synchronization and Detection Loss

The symbol (for coded system) or bit (for uncoded) synchronization error
is defined in Fig. 5-59. Symbol synchronization and detection loss is the result
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Fig. 5-58. Subcarrier demodulation loss versus E /N ofor the Block lli SDA in the medium
noise bandwidth mode (for uncoded telemetry, E s =Ep)

of the SSA operating imperfectly. The problem of symbol sync deals with the
estimation of the time of arrival of the received data symbols. Symbol sync is
important, for it is necessary to maintain a high efficiency in the data detec-
tion process; inaccurate symbol sync directly reduces the probability of
making correct decisions. The symbol sync and detection loss is

1 T Eb T \2
r 7 F(“?) a(n dr
— 0
Mgspr = g A (5.5-26)
A

Assuming a 50% transition density, the function ¢(7) in (5.5-26) can be repre-
sented as

Cq() = _;_ () + % p(); -T<t<+T (5.5-27)
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Fig. 5-59. Bit synchronization and detection loss

where 8(+) is the Dirac-delta function and p(7) is the pdf of sync error and
approximately Gaussian; [5-49] gives standard deviations for p(7) for several
bit synchronizers.

The most common form of data-derived symbol sync is where the receiver
includes a device that extracts the sync directly from the information-bearing
signal. The principal advantage of extracting sync from the data-bearing signal
is that no additional power expenditure and frequency spectrum are required.
Thus, all the transmitter sideband power is available to the data and sync
signals simultaneously. Hence symbol sync and detection loss is generally very
small. In deep space telecommunications systems, it is usually less than
0.1 dB.

5.5.4 Waveform Distortion Loss

The predominant source of subcarrier waveform distortion loss is asym-
metry, illustrated in Fig. 5-60. The resulting loss is given by

2AT \?
i ) (5.5-28)

Twor = (1' T

sc

where T is the subcarrier period and AT, is as defined in Fig. 5-60.

5.6 Noisy Reference Performance for Suppressed Carrier
Receivers

In Section 3.2 of Chapter 3, we considered the phase tracking performance
of various suppressed carrier synchronization loops corresponding to BPSK,
QPSK, and UQPSK modulations. The measure of performance used in each
case was the mean-square phase jitter caused by the presence of thermal noise
at the receiver front end. The purpose here is to tie together these mean-
square phase jitter results with their degrading effect on system error probabil-
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Fig. 5-60. Waveform distortion loss arising from subcarrier asymmetry
(T = subcarrier period)

ity performance. For small values of mean-square phase jitter, simple-to-use
closed form formulas will be presented that allow quick evaluation of the
noisy reference loss (or radio loss) corresponding to each of the above modu-
lation techniques. Numerical evaluations corresponding to both uncoded and
convolutionally coded systems will be given as illustrative examples of the
application of the theory.

5.6.1 Bit Error Probability Performance of BPSK in the Presence of
Carrier Sync Error (Phase Jitter)

In the absence of carrier sync error, the average bit error probability Pb is
well-known [5-3] to be given by

g =-Lerf —Ei (5.6-1)
» 2 °TF N, '

where £, /N, g cr »/V, is the bit energy-to-noise ratio. Assuming that the

ratio of data-rate-to-carrier sync-loop bandwidth is large (the usual high-rate
assumption), then in the presence of carrier sync error we have

/2 /2 1 Eb
N IO T - ey o
- 0

T2 -mf2

(5.6-2)
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where

2 exp [(2%)_2 cos 2¢] T
el (2o 7] ;0 el <7
o
p(®) = o B (5.6-3)

0 ;  otherwise

is the Tikhonov probability density function for the phase error process ¢.
Note that since the synchronization loop indeed tracks the 2¢ process defined
on (-m,m), the standard Tikhonov density has been appropriately scaled so as
to apply to the ¢ process. Also assumed is that the 180° phase ambiguity
caused by this division of the 2¢ process by a factor of two has been per-
fectly resolved either by a “magic genie” or more appropriately by differential
encoding of the input data.’ Finally, in (5.6-3) we have substituted for the
equivalent loop signal-to-noise ratio p, (which normally appears in the
Tikhonov density) an evaluation of that ratio based on linear theory, namely,

1

40

= -2
= (20)7 = — (5.6-4)
¢

where a is obtained from (3.4-26b), i.e., o =(pS, )y L.

It is important to note, at this point, that ¢2 is a function of E,/N,
through (3.4-28) and (3.4-20) (here T, = T, for uncoded BPSK). Thus, a plot
of P, versus £, /N, for constant Oy (as is commonly done for discrete carrier

loops) is un]ustlﬁed in the suppressed carrier case. More will be said about this
later on.

For small o 5> We can make the following simplifications:

2
p(¢) = lzexp( ? )
2no 20

~l /b 1 / £y 2] 2
=2erfc 2 TN, exp oy (5.6-5)

Ideal performance Degradatnon due to
(perfect sync) imperfect carrier sync
(phase jitter)

5The result in (5.6-2) must be modified when differential encoding of the BPSK modula-
tion is employed, as will be seen shortly.

276




The result for P, in (5.6-5) was obtained by expanding P,(¢) of (5.6-2) in a
Maclaurin (power) series in ¢, keeping only terms of second order or lower
and using (5.6-5) rather than (5.6-3) to perform the required averaging over ¢.
Equation (5.6-5) is in a highly desirable form from the standpoint of compu-
tation in that it avoids the necessity of numerical integration and, in addition,
clearly isolates the degradation due to the imperfect carrier synchronization
reference.

An important point to note is that even if o, were to be held constant as
E b/NO varies, evaluation of (5.6-2) or (5.6-5) does not result in an irreducible
bit error probability as occurs in discrete carrier receivers. The principal reason
for this is that here ¢ is restricted to lie in the region (-n/2, m/2) insofar as
the evaluation of (5.6-2) is concerned. Thus cos ¢ is always positive, and
hence, for any ¢ in this interval, erfc (\/£,/N, cos ¢) will approach zero as
E [N, approaches infinity. Certainly since, as previously mentioned, o A is not
constant as £, /N, the plot of P, versus £, /N, will be even steeper yet.

If differential encoding is employed to resolve the 180° phase ambiguity
associated with the carrier synchronization loop (Costas loop), then P,(¢) of
(5.6-2) must be replaced by

I - Lerte] [ 22 s | Yiss6
P.(¢) = erfc N, cos ¢ 3 N, cos (5.6-6)

For small ¢, one obtains a result analogous to (5.6-5) except that the degrada-
tion term due to the imperfect carrier sync reference is now twice as large and
the perfect sync term is obtained by setting ¢ =0 in (5.6-6).

Figure 5-61 illustrates P, as computed from (5.6-2) vs £, /N, with §, =
1/B,T, as a parameter (note that from (3.3-27), we can write p=
(E,/Ny)8,). The Costas loop which provides the noisy synchronization refer-
ence is assumed to have integrate-and-dump arm filters so that the squaring
loss is related to R, = E, /N, by the simple formula in (3.3-36) Superimposed
on these curves in dashed lines are the results corresponding to evaluation of
P, from (5.6-5). Figure 5-62 illustrates the same results assuming differential
encoding is employed for resolution of the 180° phase ambiguity associated
with the Costas loop. In both of these cases, we note the presence of
extremely small noisy reference losses even for a value of § as low as 10.
Typical systems have values of 6 on the order of hundreds or thousands, in
which case the noisy reference loss becomes vanishingly small. It is to be
emphasized that the reason this occurs is that, contrary to discrete carrier
systems, p now varies directly with £, /N, for fixed B; and T,.
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Fig. 5-61. Noisy reference loss performance of BPSK with Costas-loop tracking;
integrate-and-dump arm filters; perfect ambiguity resolution
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Fig. 5-62. Noisy reference loss performance of BPSK with Costas-loop tracking;
integrate-and-dump arm filters; differentially encoded data for ambiguity resolution
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5.6.2 Bit Error Probability Performance of QPSK in the Presence of
Carrier Sync Error (Phase Jitter)

In the absence of carrier sync error, the average bit error probability per-
formance of QPSK is identical to that of BPSK, namely, (5.6-1). In the
presence of carrier sync error and the high-data-rate assumption made pre-
viously, we have

T4
P, = f P,(9) () do

m/4

P (¢) = .l. fi i - Qi
" 7 erfc N, (cos ¢ - sin ¢)
+ __1_. £ _E?_ +
7 erfe N, (cos ¢ + sin ¢)

f’f exp [(40;]))'2 cos 4¢]
21, [(4a¢)'2]
p@) = (5.6-7)

T
< —
lol <3

0; otherwise

where o, is now determined from (3.4-72). For small o,, we again get the
simplified results:

1 ¢?
p(9)= —=exp|(-—
V2no? ( 203)

@

[R

1 1 b

P, == erfe/R, += [ — (1+2R,) exp (-R,) 0} (5.6-8)
N~ \—__r o

Ideal performance Degradation due to
(perfect sync) imperfect carrier sync

(phase jitter)

where

a E

R, Fb = Bit energy-to-noise ratio (5.6-9)
0
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Figure 5-63 illustrates P, as computed from (5.6-7) vs E, /N, with &, =
1/B; T, as a parameter. The quadriphase Costas loop which provides the noisy
synchronization reference is again assumed to have integrate-and-dump arm
filters so that the squaring loss is related to R, = 2E, /N, by the simple
formula in (3.3-58). Also superimposed in dashed lines is the approximate
result from (5.6-8). Although for a fixed value of & the noisy reference loss
for QPSK is larger than that for BPSK, once again one observes that practical
values of & on the order of hundreds or thousands will produce negligible
degradation. Furthermore, since for |¢| < /4 we have cos ¢ - sin ¢ >0, then
the argument of the complementary error function in the first term of (5.6-7)
will never go negative; hence, an irreducible error probability cannot occur.

5.6.3 Bit Error Probability Performance of UQPSK in the Presence of
Carrier Sync Error (Phase Jitter)

In the absence of carrier sync error, the per channel average bit error
probability performance is given by

1 . _
P, = 3erfc( =1,2 (5.6-10)

where
P. = average signal power in channel ;i =1, 2
;= baud interval on channel ;i =1, 2
P=P +P, = total transmitted power (5.6-11)

In the presence of carrier sync error, we now get

T[2
P, = f P (9) p(¢) do; i=1,2

/2

(cp) =— erfc / cos ¢ + / d— sin ¢
[P.T. /P.T.
1 it si i si . Cio
+Terfc N, cos ¢ N, dysing|;i=1,2

(5.6-12)
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Fig. 5-63. Noisy reference loss performance of QPSK with Costas-loop tracking;
integrate-and-dump arm filters; perfect ambiguity resolution
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where the overbar denotes average over dy, and i is the “complement” of i,

ie.,

i= (5.6-13)

d;, = crosstalk of channel 7on channel 7

T .
1 i
=7 m{t) p,(¢)dt (5.6-149)
si Jo N N
Data modulation Pulse shape of modulation
on channel { on channel {

Finally, consider the following two cases.
(1) The case when o, is small.

In this case, the phase error probability is

1 2
p(¢$) =— exp (—¢—2)
2noy 20¢
i =5 erfe N,
PT —/PT. PT.
1 i st 2({7i"si i s 2
+—= 1+2d( )exp(— )o,z=1,2
2 N, l: N, ] N, | ®
(5.6-15)
and
d_;_ = mean-square crosstalk of channel 7 on channel i  (5.6-16)

Depending on the data formats on the two channels, d_12—2 is evaluated
in Tables 5-5 and 5-6. Furthermore,

— 1_—
2 = =
a2 = -—d

2
- d3, (5.6-17)
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Table 5-5. Evaluation of d 122(t); synchronous symbol clocks; (n is integer)

my(t)
my (1) Manchester NRZ
0; neven 1 ; neven
Manchester 1 .
—; nodd T, nodd
n n
NRZ 0 1

Table 5-6. Evaluation ofd ,22(t); asynchronous symbol clocks; (n need not be

an integer)
m,(t)
mq (t) Manchester NRZ
1.4 5 ) 1 2 4.1,
6[n —;+12—6n}, n—6n 1 el
Manchester Rs1 < Rs2 < 2Rs1 RS1 < RS2 < 2Rs1
1. 1
o Rs2 = 2Rs1 1 —;, Rs2 > 2Rs1
1 1
NRZ & 1- 7
where
2R_JR 5.6-18
h= s2/ s1 (5.6-18)

is the ratio of data rates on the two channels.

(2) The case when n is large.

For deep-space applications, the ratio of data rates of the high-rate
channel to the low-rate channel is usually very large, #n 2 20. Then, for
an uncoded UQPSK, the conditional bit error probability performance

[5-50] of the low-data-rate channel (Channel 1) is

1 \/Rs1 cos ¢
P, (9) = Terfc (5.6-19)
VI+2R_ sin® ¢
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and the high-data-rate channel is

O ;—erfc /R, cos ) (5.6-20)

We get the unconditional bit error probability by averaging Pbi(¢),

/2

P =f P, (9) exp(ecos29) 4o oy 2 (5.6:21)

b
i 2 Fid [0 (@)

where « is the Costas loop parameter related to the signal-to-noise ratio
in the loop p and to the squaring loss S; [5-51], with

S
o= oL (5.622)
4
P +P, P
o= - (5.6-23)
NOBL NOBL

B, is the single-sided Costas loop bandwidth.

Figures 5-64 and 5-65 illustrate the bit error probabilities vs bit SNRs of
the low-data-rate channel and the high-data-rate channel respectively. Figures
5-66 and 5-67 plot the bit error probabilities of both channels as a function
of n, and bit SNR of the higher-data-rate channel, respectively.

When n, given in (5.6-18), does not satisfy the condition n = 20, the above
approximation does not hold. A performance analysis of a UQPSK system,

which does not depend on the approximation n = 20, has been documented in
[5-50].

5.6.4 Bit Error Probability Performance of Convolutionally Coded
BPSK in the Presence of Carrier Sync Error

In this section, we compute the noisy reference performance of convolu-
tionally coded BPSK using a Costas loop for carrier tracking. The procedure
for accomplishing this is as follows. Suppose that f(E,/N,) is the bit error
probability for a convolutionally coded channel with a perfect carrier refer-
ence. The particular form of the function f(+) depends on the specific code in
use. Then, again assuming that the bit rate for the channel is very much
greater than the bandwidth of the receiver suppressed carrier tracking loop,
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LOW-DATA-RATE CHANNEL BIT ERROR PROBABILITY, Pb1

BIT SNR, dB

Fig. 5-64. Bit error probability of the low-data-rate channel vs bit SNR

the bit error probability for the channel with an imperfect (noisy) carrier
reference is, analogously to (5.6-2),

w2 Eb
P = f f (—N— cos? ¢) p(¢) do (5.6-24)
~m/2 0

where p(¢) is again given by (5.6-3). Similar methods have been used by
others to compute the bit error probability performance of convolutionally
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b2

HIGH-DATA-RATE CHANNEL BIT ERROR PROBABILITY, P

BIT SNR, dB

Fig. 5-65. Bit error probability of the high-data-rate channel vs bit SNR

coded channels with a discrete carrier tracking loop (i.e., a phase-locked loop)
acting as the source of noisy reference. In particular, such performance of a
rate 1/2, constraint length 7 convolutionally encoded/Viterbi-decoded channel
during one-way operation is given in [5-52] and [5-53], and has been dis-
cussed in Section 5.4.3.1. For the perfect carrier, case f(Eb/NO) is given in
(5.4-16).

Figure 5-68 illustrates P, as computed from (5.6-24) vs £, /N, in dB with
8,= 1/B; T, as a parameter with 7 denoting the code symbol duration. Here,
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Fig. 5-66. Bit error probabilities of both the high- and low-data-rate channels vs the
ratio of the data rates

since the convolutional code is rate 1/2, we have T = Tb/2, and likewise R =
E,[2N, is used in the squaring loss formula of (3.4-40). Once again we
observe that reasonably large values of 8, will result in very small noisy
reference losses.

5.6.5 Bit Error Probability Performance of Convolutionally Coded
UQPSK in the Presence of Carrier Sync Error

In this section we compute the performance of convolutionally coded
UQPSK in the presence of a noisy carrier reference, using a Costas loop for
carrier tracking. A block diagram of this coded UQPSK system is depicted in
Fig. 5-69.

Let f(E,/N,), i=1,2, be the bit error probability of a convolutionally
coded/Viterbi-decoded channel with a perfect carrier reference. For deep-space
communication, n (5.6-18), the ratio of the high-data-rate channel (Channel 2)
to the low-data-rate channel (Channel 1) is usually large, say n = 20. And the
data rates of both Channels 1 and 2 are much greater than the suppressed
carrier tracking loop bandwidth. Thus, the bit error probabilities of the two
channels [5-54] are

w2

Pbi = f Pbl(¢) p (¢) d¢ (5'6'25)

7[2
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Fig. 5-69. Block diagram of the system

where the Costas loop phase error density p(¢) is given by (5.6-7). For the
high-data-rate channel, we have

E E. . sin?¢\*
1
P,@) <57 N—b: (COS¢ - —b1—>

nEb2

nkE

E sin? ¢\
+ lf 22 <cos¢ v 2 - ) (5.6-26)
b2

where n is defined in (5.6-18). For the low-data-rate channel, we have

=f (E— cos ¢) (1+i sin? ¢) (5.6-27)
NO NO ‘

Note that for large n, (5.6-18), the bit error probabilities in (5.6-25), (5.6-26),
and (5.6-27) are valid whether the data streams in the two channels are
synchronized or not.

Using the results in [5-10], it can be shown that for moderate to high loop
SNRs and small static phase error ¢, < 20°, the Costas loop phase error
probability density function is well approximated by

7r1(a) exp(2a¢ +20¢ ¢ tacos2g); —-g—<¢<%
p(9) =

0; otherwise

(5.6-28)
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where

(P +P
o = 1 2
No By,
0
T

) ()

Q (5.6-29)
% "X

ss

]

Qg = 2nf, is the doppler frequency offset in rad/sec, K. is the total loop
gain (including AGC and suppression factors), B, is the one-sided loop band-
width, and §; is the Costas loop squaring loss (see Chapter 3). Here we are
able to use the squaring loss derived for the uncoded case because we deal
with uncorrelated convolutional codes [5-55] and the performance of the
Costas loop depends only on the second order statistics of the signal stream.
Hence, uncorrelated code symbols mean independent code symbols.

For a constraint length 7, code rate 1/2 convolutionally coded/Viterbi-
decoded UQPSK channel, the function f(*) is given by (5.6-16). Using (5.6-26)
through (5.6-29) in (5.6-25), we obtain the bit error probabilities of the high-
rate and low-rate channels; these are illustrated in Figs. 5-70 and 5-71, respec-
tively. Figure 5-72 plots the bit error probabilities of both channels vs the total
received power-to-noise spectral density ratio for various values of doppler
frequency offset.

5.6.6 Direct Evaluation of Noisy Reference Loss

Often one is interested in directly computing the additional bit energy-to-
noise ratio required in the presence of a noisy synchronization reference to
produce the same error probability as the perfectly synchronized system. This
additional bit energy-to-noise ratio is referred to as the noisy reference loss for
the specified error probability and as such represents a horizontal displace-
ment of a given point on the ideal performance error probability vs the bit
energy-to-noise ratio curve (see Fig. 5-73). In mathematical terms, letting n
denote the dB equivalent of £, /V,, then at the particular bit error probability
P”o’ the noisy reference loss (in dB) denoted by L, would be given by

L =n,- mr, (5.6-30)

Unfortunately, the approximate relations of (5.6-5), (5.6-8), and (5.6-15)
give us the additional error probability at a given bit energy-to-noise ratio
caused by the synchronization reference being imperfect; i.e., a vertical dis-
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Fig. 5-70. Bit error probability of high-rate channel vs bit SNR with ¢ _as parameter
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Fig. 5-71. Bit error probability of low-rate channel vs bit SNR with ¢ . as parameter
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Fig. 5-72. High- and low-data-rate channel’s bit error rates vs (P, + P ) N with doppler

frequency offset as parameter

placement of a given point on the ideal performance curve. Thus, we present
here a simple technique that allows transformation of this vertical displace-
ment into the horizontal displacement required for directly evaluating noisy

reference loss.

When the noisy reference is small and likewise the system error probability,
then a curve of logyg P, vs m will be essentially parallel to the corresponding
ideal performance curve, namely, log,, P, vs n. This behavior can easily be
observed by looking at Figs. 5-61, 5-62, and 5-63 as examples. Thus, in view
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of the above observation, one can approximate the slope of the ideal perfor-
mance curve as follows:

dlog,, P,
an = slope of ideal performance curve at point of interest
b,
log, .35~
log, . P, -log. P 10\ p
N 81075~ 810 1p, ) b, 5:631)
= — 7 .
or
P,
log,, P
b
I
L = (5.6-32)
d log10 PbI
dn
) IDEAL PERFORMANCE CURVE
Iog10 Pb

PERFORMANCE IN THE PRESENCE OF THE
NOISY SYNCHRONIZATION REFERENCE

P
’0910 bo_.__._______

J — 10 iog R ——A‘Tl
'II ﬂo 10 b

o]
L= "70‘7710

Fig. 5-73. lllustration for the evaluation of noisy reference loss
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I‘-?or BPSK, the slope of the ideal performance curve is obtained by differ-
entiating (5.6-1); thus,

1 1 /1 ~Tp /10
loglo PEI = 10g10 [3 erfc\/Rb] = loglo [—-—- erfc 10 b :]

2
d l°g10 P
VR -R
r___1 p P (R,) (5.6-33)
dn, 10 erfcV/R,
Since for large arguments,
)
erfc x = M (5.6-34)
X
then (5.6-33) simplifies to
d log,, Pb[ R
i) (5.6-35)
dn, 10 '

Furthermore, applying (5.6-34) to (5.6-5) results in

- f exp( R,)
- ® =1+R, 7 (5.6-36)

b
P I - erfc \/

Finally, substituting (5.6-35) and (5.6-36) in (5.6-32) gives the desired simple
result for noisy reference loss, namely,

10log , (1 +R, 0}

¢ -
L= R DR, = ferfcTt 212 (5.637)

By a similar procedure, we can obtain expressions for noisy reference loss
for QPSK and UQPSK modulations. The results are as follows:

e (QPSK

2
10 log,; [ +R, (1 +2R,) o¢]

L, =1L, = R, (5.6:38)
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where L, and L, are the noisy reference loss in Channels 1 and 2 respectively.

e UQPSK

T
22 2
IOIOg10 [1+RS2 (1+2RSl T1 dn) o¢]

2 R2
(5.6-39)
32\ A2
L - 10log,, [1+R (1+1R, d[)) o¢]
1 R
51
where
AT
R, = N, T 1,2 (5.6-40)

5.7 Effect of Doppler on Telemetry Performance

The uncompensated doppler shift of the downlink produces a doppler
stress in the receiver. Stated mathematically, the phase error has a nonzero
mean [5-10]. Of course, this means a performance degradation to the telem-
etry channel. In this section, the performances of an uncoded (subsection
5.7.1) and a convolutionally coded (subsection 5.7.2) telemetry channel
operating with doppler-stressed receivers are considered. Both theoretical and
simulation approaches are taken, and the results from distinct approaches
compared. This section follows the treatment in [5-56]. Only the high-data-
rate case, which is the one of most practical interest under this situation, is
discussed.

5.7.1 Uncoded PSK Telemetry Performance in the Presence of
Uncompensated Doppler

Uncoded PSK telemetry performance is specified in terms of bit error
probability P,, which is given by (5.3-15). For the high-data-rate case under
discussion, the conditional probability function P,(¢) is given by (5.3-16). In
the presence of uncompensated doppler, the pdf p(¢) of the receiver PLL
steady-state phase error may be approximated [5-10, p. 489] by

exp (Bp + p cos §) | <
—W > ol <=

p(9) = (5.7-1)

0; otherwise
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where § = psin ¢, p is the SNR in the PLL noise bandwidth B; , ¢ is the static
phase error in the PLL. A more accurate normalization constant for the pdf is
obtained by replacing /;(p) in (5.7-1) with

Co - 2_17'; f exp [p (¢ sin ¢ss * cos ¢)] d¢

Hence

-Cl’: exp [p (¢sin ¢ + cos Nl lel<n
p(®) = (5.7-2)

0; otherwise

The resulting expression for the uncoded PSK bit error probability is

P

= (5.7-3)

n exp [p (¢ sin ¢+ cos ¢)]
- f P,(®) as

G

where P, (¢) is given by (5.3-16) and C; is given by (5.7-2).

This expression is evaluated as a function of Eb/N0 for constant values of
receiver tracking loop SNR, p and static phase error (6). The results are
plotted in Figs. 5-74 through 5-76. For each figure a constant value for the
loop static phase error was selected (¢4 = 5, 10, and 20 degrees corresponding
to Figs. 5-74 through 5-76, respectively) and seven curves of constant loop
SNR were plotted (p =4, 6, 8, 10, 12, 14, and 16 dB). For reference, base-
band bit error probability versus £,/N, was also plotted in each figure. Base-
band bit error probability for an uncoded channel is given by (5.3-11). Radio
loss at a selected probability of bit error may be determined from these plots
by taking the difference (in £,/N,) between the baseband curve and a
selected constant p curve at the desired P,.

5.7.2 Convolutionally Encoded/Viterbi-Decoded PSK Telemetry
Channel Performance (High-Data-Rate Model)

The convolutionally encoded (K = 7, r = 1/2) Viterbi-decoded telemetry
channel bit error probability, P,, is of the same form as for the uncoded
channel case and is given by (5.3-15).
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Fig. 5-74. Bit error probability performance (PSK, ¢ ., = 5°)
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Fig. 5-76. Bit error probability performance (PSK, ¢ = 20°)
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Again, in this expression, £, (@) is the conditional probability of a bit error,
given a time-varying receiver tracking-loop phase error, ¢, that is constant over
several code-symbol times, and p(¢) is the probability density function (pdf)
for the receiver PLL steady state phase error. The P,(¢) for a convolutionally
encoded/Viterbi-decoded PSK channel is approximated by (5.4-16) with
x= (£,/N,) cos ¢; ie.,

£,
exp ao—al-lvcostb; 0<[¢|<¢0
0
P (¢) = E,
L= exp |a, ~ o) 7~ cos¢l; - ¢, <lpl<m
0
0.5; ¢, <ldl<7- 9,
(5.7-4)8

where ¢, is determined by

In2+a 12

£y

o, —
1
N,

¢, = cos (5.7-5)

The expression for the pdf, p(¢), is the same as for the uncoded case, and,
again, may be approximated by (5.7-3).

Substituting (5.7-1), (5.7-2), and (5.7-4) in (5.3-15), we obtain the bit error
probability P, which is evaluated as a function of £, /N, for constant values of
receiver tracking-loop SNR and static phase error ¢. The results are plotted
in Figs. 5-77 through 5-79. For each figure, a constant value for the loop static
phase error was selected (@, = 5, 10, and 20 degrees corresponding to Figs. 5-77
through 5-79, respectively) and seven curves of constant loop SNR were plotted
(0 = 4, 6, 8, 10, 12, 14, and 16 dB). For reference, baseband bit error prob-
ability versus £, /N, was also plotted in each figure. Baseband bit error prob-
ability for a convolutionally encoded (K = 7, r = 1/2) Viterbi-decoded channel
is approximated by

£,
P =exp|a, - a, No. (5.7-6)

5Note: [5-53] discusses the need to account for the effect of symbol-stream inversion for
n/2< |9l < .
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where «y, a; and E£,/N, are as defined above for (5.7-4). Radio loss at a
selected bit error probability may be determined from these plots by taking
the difference (in £,/N,) between the baseband curve and a selected constant
p curve at the desired P.

5.7.3 Simulation Results

The simulation results [5-56] shown in Figs. 5-80 through 5-82 were
obtained by replacing the theoretical probability density function p(¢) of the
loop phase error ¢ with one derived from computer simulation of the RF
receiver phase-locked loop. As the “bin” size for forming the histogram during
the computer simulation was 0.1 degree, the maximum quantization error was
$0.05 degree, and the probability density function derived from the computer
simulation will have the form

1800

p(9) = Z p, 8 (¢— kﬁ)) (5.7-7)

=-1800

For -1799 <k <1799, p, is the fraction of the time during the computer
simulation that the phase-locked loop phase error is between k/10 - 0.05 and
k/10 + 0.05 degree. Pg, is the fraction of the time that the phase error is
between 179.95° and 180°, and P_g,, is the fraction of the time that the
phase error is between -180° and -179.95°. Then, using (5.7-12) in (5.7-7),
the bit error probability calculated using the phase error probability density
function from the computer simulation would be

1800

_ } : km
Pb = kab (m) (57-8)

=-1800
where P, (¢) is specified in (5.3-16).

The RF receiver phase-locked loop considered herein is assumed to have
finite gain K and loop filter transfer function given in (3.2-13).

The inputs to the computer program are the one-sided threshold loop band-
width B;,, the threshold damping factor 7, the threshold loop gain K,
the noise bandwidth B,; of the filter and receiver stages preceding the limiter
in the bandpass filter, and the threshold signal-to-noise ratio v;, in By, at
the receiver input. For all the data presented in this section, v, , is equal to
two. Note that this is equivalent to O dB in the two-sided threshold loop
bandwidth. Given these parameters and the carrier margin M, (above thresh-
old) at which the RF receiver phase-locked loop is operating, the computer
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program, using the linear theory for a phase-locked loop preceded by a band-
pass limiter (see Chapter 3), calculates 7,, 7,, K, and the one-sided noise band-
width B; and loop signal-to-noise ratio p.

The computer simulation of the RF receiver numerically solves the differ-
ential equations for the loop phase error ¢(¢) for a phase-locked loop driven
by the normalized noise process m(t). For convenience, the differential equa-
tions are expressed in state variable form. Thus, according to [5-10],

¢ = -Q,-VPKF[sin¢+n]+y (5.7-9)
where y is the state variable,

S R ' ¢
y = le (1-Fy) T

[sin ¢ + n] (5.7-10)

and Fy is the ratio 1'2/7'1 of the loop filter time constants. The time interval
between successive iterations was

_0.01 _
At = B, (5.7-11)

and 16,220,160 iterations were used for each simulation.
The variance of the Guassian process n(t) was adjusted to be

1
2 . 1 7.
n 20B, At (.7-12)

In (5.7.9), Q, is the angular frequency (radians/sec) offset between the

received RF frequency and the RF receiver “best lock” frequency. For the
simulation data presented herein, £2,, was selected so as to make

Q0
sin™! =0 (5.7-13)

VPK

where ¢ is the loop static phase error that would be observed witi. loop gain

VPK in the absence of noise. Simulation data are presented for ¢, equal to O,
5, 10, 15 and 20 degrees.

The simulation results are plotted in Figs. 5-80, 5-81, and 5-82. For each

figure a constant value of receiver tracking loop SNR (p) was selected (p =
11.5dB, 14.5dB, and 18.0 dB for Figs. 5-80, 5-81, and 5-82, respectively)
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and five curves of constant loop static phase error were plotted (6 =0, 5, 10,
15, and 20 degrees). The curves were plotted using (5.3-15) (with appropriate
substitutions for P, (¢) from (5.7-3) and for p(¢) from (5.7-2)), and provide
bit error probability as a function of £,/N,. For reference, baseband bit error
probability versus £,/N, was also plotted in each figure, using (5.7-6). The
simulation data are indicated on these plots by symbols. A unique symbol is
used to identify each of the five loop static phase errors considered. Note that
all three figures show good agreement between the theoretical curves and the
simulation results. Agreement improves with increased loop signal-to-noise
ratio (p), and with decreased E,/N,. Perturbations in the simulation results
for bit error rates less than 1075 are probably due to too few trials per
simulation point.

5.8 Arrayed System

There are two types of arraying pertinent to the DSN: baseband combining
and carrier arraying. Baseband combining is the combining at baseband of
received telemetry streams from several geographically separated DSSs. The
purpose of baseband combining is to improve overall bit error rate perfor-
mance. Carrier arraying is the combining at RF of received carrier signals from
several geographically separated DSSs. The purpose of carrier arraying is to
improve overall carrier loop SNR.

5.8.1 Baseband Combining

When baseband combining is the only arraying technique being used, the
arrayed system configuration is as diagramed in Fig. 5-83.

As indicated in Fig. 5-83, the baseband signal from each DSS must be
properly delayed and weighted, to ensure optimum combining. If E,;/N,;
denotes the energy-per-bit-to-noise spectral density ratio for the ith station in
the array, then the optimum weighting factor §; for the ith station is given by

i NOI
bl NOi

e

(5.8-1)

o
I}
&

Under the conditions of strong carrier loop SNR at each contributing sta-
tion and optimum combining, the effective bit energy-to-noise spectral density
ratio Eb/N0 after the combiner is

E N E .
b - bi )
N, ZN . (5.8-2)
i=1 Oi
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If the carrier loop SNR at each contributing station is not strong, then the
bit error probability P, for the arrayed system is given by

R Zf”’)

1:1 Oi
p(¢)p($,) - - - p(dy)de dg, - - - dgy, (5.83)
where
f(+) = the baseline bit error rate performance
¢. = the carrier tracking phase error of the ith station

1

and the ¢; are distributed according to the Tikhonov pdf (replacing ¢ by ?;,
and p by p; in (5.3-18)). The parameter p; denotes the carrier loop SNR for
the ith station.

Figure 5-84 plots Py, as given in (5.8-3), versus E, /N, (the effective bit
energy-to-noise spectral density ratio after combining) for an arrayed network,
with the following assumptions applying:

(1) convolutional code K = 7, r = 1/2, with Viterbi decoding, Q = 3, f(x) is
given by (5.6-30)

(2) the optimum weighting factors are

B, =1
B, = 0.513
B, = B, =0.589 (5.8-4)

The intent of assumption 2 is to model a four-station array composed of a
64m, and three 34-m antennas, with Station 1 being the station with the
64-m antenna.

For a derivation of the results of this subsection, the reader should consult
[5-57].

5.8.2 Carrier Arraying

When an arrayed system has the capability for both baseband combining
and carrier arraying, its configuration is as diagramed in Fig. 5-85.
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Telemetry performance with simultaneous baseband combining and carrier
arraying will be deferred until the next subsection. In this subsection, carrier
arraying alone is considered. So, for the purposes of this subsection, the

switches SW2 through SWN of Fig. 5-85 are open.

The loop-SNR improvement factor of carrier arraying (relative to the car-

rier loop SNR of Station 1 unaided) [5-58] is

o _ G(a, +2a)T,

Improvement mn IOOp SNR = ;; = W
where
p, = the loop SNR of Station 1 unaided
o = the limiter suppression factor of Station 1 unaided
I, = the limiter performance factor of Station 1 unaided
2
<o 0.7854p, +0.4768p;
2
1+1.024p, +0.4768p.
r= T
0.862 + Py,
'&'0 = W evaluated at carrier threshold
PG*
Py = o

N
2
D BNy By
i=1
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(5.8-5)

(5.8-6)

(5.87)

(5.8-8)

(5.8:9)

(5.8-10)



&
1

the one-sided bandwidth of the IF filter preceding the limiter

)
I

the carrier power at station #

and the optimum weighting factors for carrier arraying are

01
ﬁi = ”)’i N(; (58-11)

With a 64-m station considered as Station 1, the loop-SNR improvement fac-
tor is plotted in Fig. 5-86. For more details and a derivation of the carrier
loop SNR improvement factor, the reader should consult [5-58].

5.8.3 Simultaneous Baseband Combining and Carrier Arraying

This subsection considers telemetry performance with simultaneous base-
band combining and carrier arraying. In Fig. 5-85, the switches SW2 through
SWN are to be considered closed. With optimum weighting factors employed,
the bit error probability performance is

/2

P, =2 f P,(6)p(9 )6, + 2 f [1- P,(9,)] p(6,)d6,
0 /2
(5.8-12)
The bit error probability conditioned on ¢;, Py(¢,), is
N Eb.
P(¢) =f N—' cos® ¢, (5.8-13)
i=1 0

The carrier arrayed tracking phase error ¢; has the Tikhonov pdf (see
(5.3-18), replacing ¢ by ¢,), where

N_ P cos? @
H m

p = —_— (5.8-14)
=7 NB T
6, = telemetry modulation index (5.8-15)
S 147
B = e (5.8-16)
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\/§6{r1

= — 1 5.8-17)
m /P, cos 0, (
T
rl = \/PIKI —;;;)COS Bm (5.8'18)
K, = loop gain at Station 1 (5.8-19)

T,, and 7,, are the time constants of the Station 1 loop whose loop filter
has the transfer function

F(s) = —2— (5.8-20)

For the assumptions (1) and (2) of subsection 5.8.1 and with simultaneous base-
band combining and carrier ‘arraying, telemetry bit error probability perfor-
mance has been calculated. The results are shown in Fig. 5-87. The horizontal
axis is E,;/N,, which is the bit energy-to-noise spectral density ratio at
Station 1 (the 64-m station). This is unlike Fig. 5-84 whose horizontal axis is

the E, /N, of (5.8-2). For derivation of the equations of this subsection, see
[5-58].
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Appendix A
The Viterbi Algorithm

1. Preliminary

Before proceeding to the Viterbi algorithm, a discussion of the trellis-code
representation of the convolutional encoder is desirable.

For a constraint length K, code rate r=b/n convolutional encoder, the
state is defined by the b(K - 1) most recent bits in the shift register. The
output bits and transitions between states can be recorded by the trellis dia-
gram of Fig. A-1. The diagram starts in the all-zero state, node a, and makes
transitions corresponding to the next data bit. These transitions are denoted
by a solid line (branch) for an “0” and dotted line (branch) for a “1”. Thus,
node a proceeds to node a or b with outputs bits 00 or 11. A branch weight
is the number of “1”s in the # code symbols in the branch.

2. The Algorithm

The maximum-likelihood or Viterbi decoding algorithm is an efficient and
practical decoding technique for short-constraint-length convolutional codes
[5-31]. It has been shown [5-33] that the Viterbi algorithm is, in fact,
maximum-likelihood decoding. A brute-force maximum-likelihood decoder
would calculate the likelihood of the received data for code symbol sequences
on all paths through the trellis. The path with the largest likelihood would
then be selected, and the information bits corresponding to that path would
form the decoder output. Unfortunately, the number of paths for an L bit
information sequence is 2Z; thus, this brute force decoding quickly becomes
impractical as L increases.

With Viterbi decoding, it is possible to greatly reduce the effort required
for maximume-likelihood decoding by taking advantage of the special structure
of the code trellis. Referring to Fig. A-1, it is clear that the trellis assumes a
fixed periodic structure after trellis depth K is reached.

The paths are said to have diverged at some state, and some depthj, if at
depth j+ 1, its b information bits disagree. Later, paths can remerge after
b(K - 1) consecutive identical information bits.

The maximum-likelihood sequence estimation problem is formally identical
to the problem of finding the shortest route through a certain graph. The
Viterbi algorithm then arises as a natural recursive solution. Consider a rate
b/n convolutional code. Let ug - - - u,_, u, u.,, --- denote the information
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bits to the encoder where u, = (u,; - - - uz, ). At time k define the encoder
state as

St T oUW W g (A-1)

Given a sequence of observations, y,, y,, -, ¥ ¥%;= (¥g * * Yin)> €Very
path may be assigned a “length” proportional to metric -In p(yls), where
p(yls) is the likelihood function and s= (s,---s;) is the state sequence

associated with that path.

This will allow us to solve the problem of finding the state sequence for
which p(yls) is maximum, or equivalently, by finding the path whose length
-In p(yls) is minimum. Note that to every possible state sequence s there
corresponds a unique path through the trellis, and vice versa. If the channel is
memoryless, then

“Inpyls) = D Ns s, ) (A2)

k=1

where
Ay, s,_y) = “Inp(y s, s_) = -lnp(y,Ix)

is the branch “length” or metric. {,(s,, $,_,;) denotes the transition from
state s, _; to s, associated with branch symbols x, = (x,, - - - x,,), which
correspond to the information sequence

(A-3)

u -u

kYK
Therefore, we can define the state transition as § (S, s,_;)= u, - - u_g.
We denote by s(s;) a segment (55, §;,---, ) consisting of the states up to
time k of the state sequence s. In the trellis, s(s,) corresponds to a path
segment starting at the state s, and terminating at state s,. For any p