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Foreword

The Deep Space Communications and Navigation Systems Center of
Excellence (DESCANSO) was established in 1998 by the National Aeronautics
and Space Administration (NASA) at the California Institute of Technology’s
Jet Propulsion Laboratory (JPL). DESCANSO is chartered to harness and
promote excellence and innovation to meet the communications and navigation
needs of future deep-space exploration.

DESCANSQO’s vision is to achieve continuous communications and precise
navigation—any time, anywhere. In support of that vision, DESCANSO aims
to seek out and advocate new concepts, systems, and technologies; foster key
technical talents; and sponsor seminars, workshops, and symposia to facilitate
interaction and idea exchange.

The Deep Space Communications and Navigation Series, authored by
scientists and engineers with many years of experience in their respective
fields, lays a foundation for innovation by communicating state-of-the-art
knowledge in key technologies. The series also captures fundamental principles
and practices developed during decades of deep-space exploration at JPL. In
addition, it celebrates successes and imparts lessons learned. Finally, the series
will serve to guide a new generation of scientists and engineers.

Joseph H. Yuen
DESCANSO Leader



Preface

This monograph provides an introduction to the development and use of
antenna arraying in the Deep Space Network (DSN). It is intended to serve as a
starting point for anyone wishing to gain an understanding of the techniques
that have been analyzed and implemented. A complete discussion of the general
subject of arraying has not been provided. Only those parts relevant to what has
been used in the DSN have been included.

While baseband arraying, symbol combining, and carrier arraying were
discussed and developed fairly early in the history of the DSN, it wasn’t until
the failure of the main antenna onboard the Jupiter-bound Galileo spacecraft
that arraying antennas became more critical. In response to this crisis, two
methods were analyzed: full-spectrum arraying and complex-symbol
combining. While both methods were further developed, it was full-spectrum
arraying that was finally implemented to support the Galileo data playback.
This effort was so successful that a follow-on implementation of full-spectrum
arraying was begun that provided for much higher data rates than for the
Galileo Mission and allowed for arraying of up to six antennas within the
Goldstone Complex. In addition to providing a backup to the 70-m antenna, this
array (the Full Spectrum Processing Array, or FSPA) allows future missions to
use a varying number of antennas as a function of time, and thereby to optimize
the use of resources. This capability is also being implemented at the other
DSN complexes.

We present here a description of this development, including some
historical background, an analysis of several methods of arraying, a comparison
of these methods and combinations therecof, a discussion of several correlation
techniques used for obtaining the combining weights, the results of several
arraying experiments, and some suggestions for future work. The content has
been drawn from the work of many colleagues at JPL who have participated in

xi
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the effort to develop arraying techniques and capabilities. We are indebted to
the large number of scientists, engineers, testers, and operators who have
played a crucial role in the implementation of antenna arraying in the DSN.
Finally, we acknowledge the primary role of NASA, its Deep Space Network,
and especially the Galileo Project in the development of this exciting capability.

David H. Rogstad
Alexander Mileant
Timothy T. Pham
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Chapter 1
Introduction

As the signal arriving from a receding deep-space spacecraft becomes
weaker and weaker, the need arises for devising schemes to compensate for the
reduction in signal-to-noise ratio (SNR). With maximum antenna apertures and
lower receiver noise temperatures pushed to their limits, one remaining method
for improving the effective SNR is to combine the signals from several
antennas. This is referred to as arraying, and it has enabled the National
Aeronautics and Space Administration (NASA) Deep Space Network (DSN) to
extend the missions of some spacecraft beyond their planned lifetimes. A
related benefit provided by arraying has been its ability to receive higher data
rates than can be supported with a single antenna. As an example, symbol-
stream combining was used to array symbols between the Very Large Array
(VLA) radio telescope, located in New Mexico, and Goldstone’s antennas,
located in California, during Voyager’s encounter at Neptune [1,2]. That
technique increased the scientific return from the spacecraft by allowing data
transmission at a higher rate. In general, arraying enables a communication link
to operate in effect with a larger antenna than is physically available.

Antenna arraying can be employed with any signal modulation format, be it
binary phase-shift keying (BPSK), quadrature phase-shift keying (QPSK),
continuous phase modulation (CPM), etc. In this discussion, the NASA
standard deep-space signal format will be used to illustrate the different
arraying techniques, but the results can be extended to other formats, including
suppressed carrier.

This monograph compares the various arraying algorithms and techniques
by unifying their analyses and then discussing their relative advantages and
disadvantages. The five arraying schemes that can be employed in receiving
signals from deep-space probes are treated. These include full-spectrum
combining (FSC), complex-symbol combining (CSC), symbol-stream
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combining (SSC), baseband combining (BC), and carrier arraying (CA). In
addition, sideband aiding (SA) is also included and compared even though it is
not an arraying scheme since it employs a single antenna. Combinations of
these schemes are also discussed, such as carrier arraying with sideband aiding
and baseband combining (CA/SA/BC) or carrier arraying with symbol-stream
combining (CA/SSC), just to name a few. We discuss complexity versus
performance trade-offs, and the benefits of reception of signals from existing
spacecraft. It should be noted here that only the FSC method has application for
arraying of signals that are not telemetry. Consequently, all of the analysis and
comparisons referred to above are done using telemetry signals. There is no
reason to believe that the performance of FSC on non-telemetry signals will not
yield similar results.

The most recent implementation of arraying for telemetry within the DSN
is the Goldstone array [3], which supports full-spectrum combining of up to six
antennas within the complex. Specific techniques that are used in this array are
discussed, and results from several experiments are presented. Finally,
directions for future research and implementation are discussed.

1.1 Benefits of Arraying

Arraying holds many tantalizing possibilities: better performance, increased
operational robustness, implementation cost saving, more programmatic
flexibility, and broader support to the science community. Each of these topics
is discussed further in the following sections.

1.1.1 Performance Benefits

For larger antennas, the beamwidth naturally is narrower. As a result,
antenna-pointing error becomes more critical. To stay within the main beam
and incur minimal loss, antenna pointing has to be more precise. Yet this is
difficult to achieve for larger structures.

With an array configuration of smaller antennas, antenna-pointing error is
not an issue. The difficulty is transferred from the mechanical to the electronic
domain. The wider beamwidth associated with the smaller aperture of each
array element makes the array more tolerant to pointing error. As long as the
combining process is performed with minimal signal degradation, an optimal
gain can be achieved.

Arraying also allows for an increase in effective aperture beyond the
present 70-m capability for supporting a mission at a time of need. In the past,
the Voyager Mission relied on arraying to increase its data return during Uranus
and Neptune encounters in the late 1980s. The Galileo Mission provides a
recent example in which arraying was used to increase the science data return
by a factor of 3. (When combined with other improvements, such as a better
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coding scheme, a more efficient data compression, and a reduction of system
noise temperature, a total improvement of a factor of 10 was actually realized.)

Future missions also can benefit from arraying. These include the class of
missions that, during certain operational phases, require more performance than
a single antenna can offer. For example, the Cassini Mission requires only a
single 34-m antenna during cruise phase, but upon entering the Saturn orbit, in
order to return 4 Gbits/day mapping data, it will need an array of a 70-m and a
34-m antenna [4]. Missions that need to relay critical science data back to Earth
in the shortest possible time also are potential beneficiaries. The Stardust
Mission, for example, can reduce single-event risk by increasing the data rate
for its encounter with the Wild 2 comet in 2004.

1.1.2 Operability Benefits

Arraying can increase system operability. First, higher resource utilization
can be achieved. With a single-aperture configuration, a shortfall in the 34-m
link performance will immediately require the use of the 70-m antenna,
increasing the potential for over-subscription of the 70-m service. In the case of
an array, however, the set can be partitioned into many subsets supporting
different missions simultaneously, each tailored according to the link
requirements. In so doing, resource utilization can be enhanced.

Secondly, arraying offers high system availability and maintenance
flexibility. Suppose the array is built with 10 percent spare elements. The
regular preventive maintenance can be done on a rotating basis while allowing
the system to be fully functional at all times.

Thirdly, the cost of spare components would be smaller. Instead of having
to supply the system with 100 percent spares in order to make it fully functional
around the clock, the array offers an option of furnishing spares at a fractional
level.

Equally important is the operational robustness against failures. With a
single resource, failure tends to bring the system down. With an array, failure in
an array element degrades system performance but does not result in a service
shutdown.

1.1.3 Cost Benefits

A cost saving is realized from the fact that smaller antennas, because of
their weight and size, are easier to build. The fabrication process can be
automated to reduce the cost. Many commercial vendors can participate in the
antenna construction business, and the market competition will bring the cost
down further.

It is often approximated that the antenna construction cost is proportional to
the antenna volume. The reception capability, however, is proportional to the
antenna surface area. For example, halving the antenna aperture reduces the
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construction cost of a single antenna by a factor of §; however, four antennas
would be needed to achieve an equivalent aperture. The net advantage is an
approximate 50 percent cost saving. Note, however, that antenna construction is
only a part of the overall life cycle cost for the entire system deployment and
operations. To calculate the actual savings, one needs to account for the cost of
the extra electronics required at multiple array elements and the cost related to
the increase in system complexity. Reference [5] documents the most recent
DSN effort in estimating such cost.

1.1.4 Flexibility Benefits

Arraying offers a programmatic flexibility because additional elements can
be incrementally added to increase the total aperture at the time of mission
need. This option allows for a spread in required funding and minimizes the
need to have all the cost incurred at one time. The addition of new elements can
be done with little impact to the existing facilities that support ongoing
operations.

1.1.5 Science Benefits

An array with a large baseline can be exploited to support science
applications that rely on interferometry, such as very long baseline
interferometry (VLBI) and radio astronomy. With future development of the
large array described in Chapter 10, the DSN implementation would be
synergistic with the international Square Kilometer Array (SKA) effort. Such a
system, if implemented in time, can serve as a test bed for demonstration of
capability, albeit on a smaller scale.
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Chapter 2
Background of Arraying in the
Deep Space Network

The Jet Propulsion Laboratory (JPL) operates the Deep Space Network
(DSN) for the National Aeronautics and Space Administration (NASA) in order
to communicate with spacecraft that are sent out to explore the solar system.
The distances over which this communication takes place are extraordinarily
large by Earth-based standards, and the power available for transmitting from
the spacecraft is very low (typically 20 W or less). As a result, the
communications links are invariably operated with very low margin, and there
is a premium placed on improving all aspects of the ground system (i.e.,
antennas, low-noise amplifiers, receivers, coding, etc.).

An early system analysis of both the ground and flight aspects of deep-
space communications by Potter et al. [1] concluded that the optimum ground
configuration should be centered around large (i.e., at that time, 64-meter-
diameter-class) antennas rather than arraying smaller antennas to create the
equivalent capture area. This analysis was based on the concept of a dedicated
link between a single ground antenna, a spacecraft that was continuously
monitored from rise to set, and the highest possible data rate that technology
would allow when the spacecraft encountered a distant planet.

In the more than 30 years since the Potter et al. study, a number of
assumptions have changed. First, it was realized that spacecraft have
emergencies, and no matter how much collecting area an agency had on the
ground, that agency always wanted more in an emergency. One alternative was
to “borrow” aperture from other agencies, but this implied arraying capability.
Second, during an encounter with a distant planet, the scientists always wanted
the maximum possible data return. Since it was not always politically or
economically feasible to put up new 64-m antennas, again the pressure grew to
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borrow other apertures to increase the data return. This culminated in the
concept of interagency arraying when the 27 antennas of the radio astronomy
community’s Very Large Array were borrowed during the Voyager 2 encounter
with Neptune in the mid-1980s and arrayed with the 70-m and two 34-m
antennas at the Goldstone Deep Space Communications Complex to provide a
data return that was not considered possible when the mission was launched.
Third, it was realized that, during the long cruise phase of an interplanetary
mission, the communications requirements were rather modest and could easily
be satisfied by a much smaller antenna than one of 64 or 70 m in diameter. In
this way, the DSN developed the concept of a collection of 34-m antennas that
could be individually targeted for the increasing number of missions being
envisioned, but that could also be arrayed for “special” events.

A more recent study by Resch et al. [2] examined the cost and performance
ratio of a single 70-m aperture versus an array of paraboloids with the diameter
of the paraboloid as a parameter. They concluded there was no obvious cost
saving with an array configuration, but it did offer scheduling flexibility not
possible with a single aperture.

2.1 Early Development

During the late 1960s and 1970s, interest in arraying within the DSN grew
slowly, and two very different approaches to the problem were developed. The
first approach capitalized on the fact that most deep-space missions modulate
the carrier signal from the spacecraft with a subcarrier and then modulate the
subcarrier with data. Since typically about 20 percent of the power radiated by
the spacecraft is in the carrier, this carrier can serve as a beacon. If two or more
antennas on Earth can lock onto this beacon, then the radio frequency (RF)
spectrum at each antenna can be heterodyned to a much lower intermediate
frequency (IF) range, the difference in time of arrival (i.e., the delay)
compensated, and the IF spectrum from each antenna added in phase.

The second approach to arraying developed synergistically with a program
that was intended to pursue scientific investigations of geodesy, Earth rotation,
and radio astronomy. This program involved the observation of natural radio
sources whose spectrum was pure noise, and the array was a collection of
antennas functioning as a compound interferometer. The intent of the scientific
investigations was to use the radio interferometer, whose elements commonly
were separated by nearly an Earth diameter, as a device to measure parameters
like the baseline length, the position of radio sources, and small changes in the
rotation rate of the Earth. The quantity measured was the difference in time of
arrival of the signal at the various antennas. However, as equipment and
techniques were perfected, it was realized that, if the measurements could be
done with enough accuracy, then the delay could be compensated, either in real
time or after the fact if the data were recorded, and the resulting outputs from
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all elements of the compound interferometer added in phase (rather than
multiplied, as in interferometry) to yield an enhanced signal.

In 1977, JPL launched two Voyager spacecraft ostensibly with the purpose
of exploring Jupiter but with the option of continuing on into the far solar
system to fly by the outer planets. In fact, when these spacecraft were launched,
it was not clear how much data could be returned from distances greater than
that of Jupiter, and this question motivated a more intense study of arraying.

Voyager 2 obtained a gravitational assist from Jupiter and went on to fly by
Saturn, Uranus, and Neptune. Saturn is almost twice as far from the Sun as
Jupiter, Uranus almost four times as far, and Neptune six times as far. If
nothing had been done to improve the link, then we would have expected about
one-quarter of the data from Saturn as compared to that received from Jupiter;
Uranus would have provided only one-sixteenth; and Neptune a mere
one-thirty-sixth.

The data rate at Saturn was improved by upgrading the DSN 64-m antennas
to a diameter of 70 m and lowering their system noise temperatures. At Uranus,
the 70-m antenna in Australia was arrayed with a 64-m antenna belonging to
the Commonwealth Scientific and Industrial Research Organization (CSIRO)
and located approximated 180 km distant from the DSN 70-m antenna. At
Neptune, arraying was accomplished using the 70-m and two 34-m antennas at
Goldstone together with the 27 antennas of the Very Large Array (each 25 m in
diameter) located in the middle of New Mexico. All of these efforts were
successful in improving the data-rate return from the Voyager Mission. An
important result was that the improvement obtained was very close to what the
engineers predicted based on theoretical studies of the techniques used.

2.2 Current Status of Development

In this section, we discuss the systems that are in use in the DSN. It covers
three systems whose deployments span a period of 8 years, from 1996 to 2003.
All three employ the full-spectrum arraying technique.

In 1996, the first full-spectrum arraying system was developed and
deployed to support the Galileo Mission [3]. The signal processing is done in
near-real time, with a latency of a few minutes. A specially designed front-end
processing captures the appropriate signal spectrum that contains telemetry
information from each antenna participating in the array. The data then are
turned into data records and stored on commercial computing workstations. The
follow-on functions of correlating and combining, as well as the demodulating
and decoding of the combined signal, are all done in software. Since the
correlation and combining are implemented in software, the array can be
applied to configurations that span over large baselines, e.g., thousand of
kilometers in the case of the Galileo Mission, using a standard Internet-type
connection. A drawback, however, is the bandwidth constraint of this
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connection. In order to meet a reasonable latency performance (i.e., a few
minutes), this system tends to be more useful to missions of low data rates,
which is the case with the Galileo Mission because of the limited equivalent
isotropic radiative power (EIRP) from the spacecraft’s low-gain antenna. The
Galileo system as designed is constrained by a maximum data rate of 1 ksym/s.
This ceiling is a result of three factors:

1) The technology and cost constraints associated with that particular
implementation. The objective was to deliver a system within given cost
and schedule constraints, as dictated by Galileo Mission events.

2) A design that is specifically created for the Galileo Mission but can be
extended for multimission support. For example, only certain output data
rates most likely used by Galileo are built, tested, and delivered to
operations. The current capability works within performance specifications
for a data rate up to 1 ksym/s; however, with small software modifications,
it can be extended to about 10 ksym/s. This upper limit is due to a
constraint set by the bus bandwidth used in the electronics of the system.

3) In post-combining processing, the demodulation and decoding functions
being done in the software. A software decoder allows for implementation
of a new design of concatenated (14,1/4) convolutional and variable-
redundancy Reed—Solomon codes that can offer a much higher coding gain.
The software receiver allows reprocessing of data gaps, thus increasing the
return of usable data. The drawback, however, is that software processing is
throughput limited, making the system less adaptable to a large set of high-
data-rate missions.

In 2001, a second full-spectrum arraying system became operational at the
Goldstone Complex. It is a follow-on to the Galileo system and is called the
Full Spectrum Processing Array (FSPA) system. The correlation and combining
functions are done in real time, using hardware of field programmable gate
array (FPGA) technology. In addition, the post-processing functions of
demodulation and decoding are accomplished by the standard hardware that
supports multimissions, rather than special-built equipment as in the Galileo
system. In so doing, the real-time array system at Goldstone can support data
rates in the range of Msym/s, and it allows for up to six-antenna arraying within
a DSN complex. Note that, due to the hardware nature of the processing and its
larger bandwidth, this system is limited to arraying within a single DSN site.
The capability to array between two DSN complexes is not supported. The
array is capable of operating at X-band frequency (8.4 GHz), which is the most
common frequency used for deep-space communications; however, because the
arraying is actually done at IF frequency after the first RF/IF downconversion,
the corresponding IF frequency for S-band (2.3-GHz) and Ka-band (32-GHz)



Background of Arraying in the Deep Space Network 11

signals is also within the range of captured bandwidth. As a result, existing
missions that operate at S-band and future missions using Ka-band also can be
arrayed, if desired.

In 2003, a third array system, which is functionally equivalent to the FSPA
system described above, will be ready for deployment at the two overseas DSN
facilities: Madrid and Canberra. Since these sites have fewer antennas, the
deployed system has been downscaled to support four-antenna arraying. In this
system, the design is further consolidated with more advanced FPGA
technology. Functions that previously were done on application-specific boards,
such as digital downconversion, delay, phase rotation, correlation, and
combining, now reside on one board of a common design. Differences in
functionality are handled by the FPGA programming. With a more powerful
processor from recent technology advances, more functions can be packed onto
the board. As a result, the system becomes much more compact. While the old
design requires four fully populated racks, the new system can fit in two racks.

2.3 Anticipated Applications with Current Capabilities

An anticipated near-term use of DSN arraying is support for the return of
high-value science data for the Cassini Mission. This mission has a
commitment to return 4 Gb of data per day during its orbital phase. A single
70-m antenna does not provide adequate margin to support this required data
rate. However, an array of one 70-m and one 34-m antenna is sufficient. This
configuration increases the data return by 25 percent relative to that of the 70-m
antenna. The arraying is being planned over the Goldstone and Madrid
Complexes. It occurs in late 2004 and continues periodically until 2008.

Arraying is also likely to be used during the asteroid encounter of the Deep
Impact Mission. In July 2005, the Deep Impact spacecraft will be releasing an
impactor into the nucleus of the comet Tempel 1. With the data collected from
the impact, scientists will be able to better understand the chemical and
physical property of comets. Since this is a single-event observation most
critical to the mission and it is occurring in a potentially hazardous
environment, it is desirable to return the data as quickly as possible. An array of
the 70-m and several 34-m antennas will help to increase the data rate.

Aside from increasing the mission data return, the array also is used as a
tool to provide the backup support to the 70-m antenna during critical periods
or during long maintenance periods. The backup support, however, is limited,
not a full replacement of the 70-m antenna functionality. The backup capability
applies to downlink telemetry and radio metric functions, but not to uplink
commanding. Also, at the overseas complexes, there are not sufficient 34-m
antennas to provide the equivalent aperture of a 70-m antenna. In Madrid, with
a new 34-m BWG antenna scheduled for completion in 2003, there will be
three 34-m antennas available. They can make up 75 percent of the reception
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capability of the 70-m antenna. In Canberra, the 34-m subnet consists of only
two antennas; thus, about 50 percent of a 70-m antenna’s capacity can be
realized via array. Goldstone, on the other hand, has four 34-m antennas and
thus can closely match the 70-m capability.
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Chapter 3
Arraying Concepts

The gain of an antenna divided by its system temperature, G/T, is one of the
parameters that determine how much data can be sent over a communications
link with a specified SNR. Our first goal in any study to understand arraying is
to outline some of the practical aspects of arraying by treating the problem as
adding individual G/T’s. Next, we must recognize the bounds on performance
achievable with current technology and attempt to parameterize both
performance and cost in a way that can be related to antenna diameter. Then we
must understand how the overall reliability and availability of an array are
related to cost and how an array compares to a single aperture.

3.1 An Array as an Interferometer

Figure 3-1 shows two antennas located somewhere on the surface of a
rotating Earth, viewing a distant radio source and forming a simple
interferometer [1]. In vector notation, the difference in time of arrival, 7,, of a
radio wave from an infinitely distant source is simply

_Bei Bsin(0)

T =Ty =Ty = - - (3.1-1)

where B is the baseline vector extending from the intersection of axes on
antenna number 1 to the intersection of axes on antenna number 2, i is a unit
vector pointing to the radio source, and c is the speed of light (see Appendix A
for how to determine the antenna intersection of axes). If the source is not at
infinite distance, then the wave front is slightly curved and the vector
expression is somewhat more complicated, but the process is essentially the
same. We can write an expression for the difference in time of arrival in terms

13
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Wavefronts

>

Fig. 3-1. A simple interferometer.

of the baseline and source directions. In effect, the accuracy with which we can
calculate the delay is determined by the accuracy with which we can determine
the baseline and source direction in a consistent reference frame.

Let us assume each antenna is observing a strong distant source at a radio
frequency f, and the output of each antenna is connected to a multiplier by
means of equal-length cables. The output of this multiplier, or correlator, at
time ¢, then has the form

Vo< 2sin(27t) sin(27@7‘(z - rg)) (3.1-2)

If we expand this expression and run it through a low-pass filter, the result we
are left with is

Vour o< c0s(2777, ) (3.1-3)
which is simply the coherent multiplication of the voltages from each element
of the interferometer. Suppose the radio source being observed is a celestial
source. Then 7, will change by virtue of the Earth’s rotation, and the output of
the multiplier, or correlator, will exhibit the cosinusoidal variation described in
Eq. (3.1-3) as the two signals go from in phase to out of phase.
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If we know T,, Or can somehow sense it, it is possible to build a
compensating delay into one or both cables from the antennas such that the
total cable delay and geometric delay is perfectly compensated. In this case,
Vou for the multiplier is at maximum and the voltages are in phase. If we
include an adding circuit in parallel with the multiplier, we can obtain the
coherent sum of two antenna’s voltages. It is just this kind of processing, using
correlation to phase up the signals and then adding them, that constitutes a
system that can perform antenna arraying.

For two identical antennas and receivers, this scheme for coherently adding
the antenna signals doubles the SNR. However, it requires we implement a
programmable delay line and calculate or derive, with some precision, the
geometrical delay. The required precision of this delay is a function of the
bandwidth of our receivers and can be determined as follows: Let us assume
that our two antennas have identical receivers, centered at a frequency f,, and
have bandwidth Af . If we make an error in the compensation of the geometric
delay, we will in effect lose coherence, where the phase of the signal in the
upper part of the band slips relative to the phase in the lower part. The
requirement for coherence over the band becomes

Af At <<1 (3.1-4)

where Af is in cycles and A7 is in seconds. This requirement is simply stating
that the phase shift across the bandpass due to an error in delay should be a
small part of a cycle (less than or equal to 0.01 would work well). Therefore,
for a bandwidth of 1 MHz, the error in delay compensation must be much less
than a microsecond, or we will lose coherence in both the multiplication as well
as the addition of the signals.

To see how errors in the length of the baseline (B) and errors in position of
the source (6, in radians) translate into errors in delay, we take the derivative of
Eq. (3.1-1). Since these two errors are at right angles to each other, this
derivative must take the form of a gradiant:

V1, =At :(SmejABuB+(BC089)A0u0 (3.1-5)

8 c c

where vectors are indicated by boldface, the unit vectors are along the direction
of B, and the direction of @ is at right angles to B.

The error in the calculation of geometric delay is simply the modulus of Eq.
(3.1-5), or

. 2 2
Az, :,J(Sme) AB%(BCOSOJ AB> (3.1-6)

c c
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As an example, if our bandwidth were 10 MHz and we wished to keep our
delay errors to 10% of the coherence function, then the above expressions
indicate that the baseline error should be kept below 1 ns or 30 cm. A similar
bound could be placed on the source position error A8.

3.2 Detectability

The detectability of the signals that are discussed here will always relate to
a sensitivity factor, known as G/T, where G is typically the gain of the antenna
used to gather energy from the signal of interest and 7 is the total system
temperature. Putting aside for the moment the question of how to coherently
add apertures, the maximum possible sensitivity factor for an ideal array (i.e.,
no combining losses) is simply the sum of the sensitivity factors for each

element, or
.., -2
— = — (3.2-1)
|: T array T

i=1 i

In the case of a homogeneous array, having elements of equal collecting area
and system temperature, the sensitivity factor is

G G) & (G)
— == 1=N| — 32-2
|:T:|array (T)Og T 0 ( )

where the quantity in square brackets divided by (G/T), is called the array gain
and is usually expressed in decibels (dB). Figure 3-2 illustrates this by plotting
the array gain versus the number of elements in the array (assumed to have
equal G/T). It can be seen that, as the number of array elements increases, the
incremental improvement in performance decreases. For instance (again
assuming no combining loss), going from a single antenna to two antennas
doubles the SNR and results in a 3-dB gain. However, going from two to three
antennas results in a 4.8-dB overall gain, or an increase of 1.8 dB over the two-
element array, and adding a tenth element to a nine-element array increases the
SNR by only 0.46 dB.

For an inhomogeneous array, i.e., one having elements with different G,’s
and 7;’s, the arithmetic is more complicated but the reasoning is the same and
can be evaluated easily. In this case, array gain typically is computed by adding
G/T to the most sensitive element. If you array two antennas, the first having a
G/T that is ten times the second, then the array gain will be about 0.4 dB. The
cost of adding the second array element can be quantified, but only the
customer can decide if the 0.4 dB is worth the cost.

Given these considerations, it seems reasonable that, for the case of large,
costly elements, we not consider any element for addition to an array unless it
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Fig. 3-2. Array gain as a function of the number
of elements.

adds at least 10 percent to the aggregate G/7T of the array. This suggests a rule
of thumb that we not consider arrays larger than 10 elements. A particular
example that might be of interest to the DSN is the arraying of, say, two 34-m
elements with one 70-m element. If we assume all three have the same receiver
temperature, then, since a 70-m antenna is about twice the diameter of a 34-m
antenna, the G/T of the 70-m antenna is about four times that of the 34-m.
Therefore, an additional 34 m will improve the G/T of an array of a 70-m
antenna and a 34-m antenna by about one-fifth, or about 0.8 dB.

3.3 Gain Limits for an Antenna and Array

The gain, G, of an antenna is given in terms of its effective collecting area,
A., at an operating wavelength, A, as

G="2A (3.3-1)

The effective collecting area, as well, can be written as the product of the
physical aperture area, 4, times a factor, m, that is termed the aperture
efficiency.

Ruze [2] has pointed out that various mechanisms cause deviations in the
reflector surface that result in a systematic or random phase error. These errors
can be mapped into the aperture plane and lead to a net loss of gain such that
the relative gain is given by the expression
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2

G exp[—(@) } (3.3-2)

Gy A
where ¢ is the variance of the phase error in the aperture plane. While Eq.
(3.3-1) predicts that the gain of an antenna should increase as the square of the
frequency, Eq. (3.3-2) predicts that when (6/A) > 1, the gain drops rapidly. If
we use Eq. (3.3-1) as the Gy in Eq. (3.3-2) and then set its derivative with
respect to A equal to zero, we calculate that the gain will be a maximum at a
wavelength Amin, which is approximately equal to 13 times the root-mean-
square (rms) surface error ¢. This point is known as the gain limit of the
antenna. Note that the concept of gain limit is equally valid for a synthesized
aperture.

The phase error in the aperture plane of a single antenna is composed of
several components: the surface roughness of the reflector (), mechanical
distortions from a designed, specified parabolic shape, and the propagation
medium, which could include the radome of the antenna if it has one, the
atmosphere, and the ionosphere. Clearly, there are distortions in the effective
aperture plane of an array that result in phase errors that are analogous to those
of a single aperture. While most of these errors will be reduced with calibration
by the arraying algorithm, any residuals will lead to a loss of gain for the array.

One of the potential disadvantages of an array is due to the fact that its
physical extent is always larger than the equivalent single-antenna aperture that
it synthesizes. As a result, phase errors due to atmospheric fluctuations, which
increase as the distance between individual elements increases, can limit the
gain of the array. A typical example of this phenomenon is in the case of the
troposphere, where over short distances (<1 km) the phase fluctuations are
coherent because they come from the same atmospheric cell. Therefore, for
antennas close together, the phase variations between the two antennas cancel
each other out. As the distance between the antennas increases, the phase
variations are coming from different atmospheric cells and are no longer
coherent. Therefore, cancellation no longer takes place.

3.4 System Temperature

In characterizing the performance of antenna and receiver systems, it is
common practice to specify the noise power of a receiving system in terms of
the temperature of a matched resistive load that would produce an equal power
level in an equivalent noise-free receiver. This temperature is usually called the
“system temperature” and consists of two components: the temperature
corresponding to the receiver itself due to internal noise in its front-end
amplifier, and the temperature corresponding to antenna losses or spurious
signals coming from ground radiation, atmospheric attenuation, cosmic
background, and other sources. The term “antenna temperature” usually is used
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to express the power received from an external radio source and is related to the
intensity of the source as well as to the collecting area and efficiency of the
antenna. In what follows, we will use this terminology to characterize various
receiver systems that have been used in the DSN [3]. Clearly, any improvement
that can be made in the area of system temperature on a specific antenna should
be considered before taking the steps to array several such antennas.

There is a new generation of transistor amplifiers called high electron
mobility transistors (HEMTs). Figure 3-3 illustrates the state of this technology
in 1989. In this figure, the effective noise temperature of an 8.4-GHz (X-band)
HEMT amplifier is plotted against the physical temperature of the device. It can
be seen that the noise temperature of the amplifier varies almost linearly with
the physical temperature. The data were fitted with a straight line (shown as the
solid line) that indicates the amplifier noise improves at the rate of 0.44 kelvin
per kelvin, or 0.44 K/K, in the region where the physical temperature is
>150 K.

Figure 3-4 shows HEMT amplifier noise performance versus frequency for
three common cooling configurations. The first is at room temperature, the
second is cooled to approximately —50 deg C with a Peltier-effect cooler, and
the third uses a closed-cycle helium refrigerator capable of lowering the device
temperature to 15 K. Note that cooling has the most benefit at the higher
frequencies. It is also important to remember that this technology has been
highly dynamic for the past several years. As in most areas of microelectronics,
there have been rapid improvements in performance, accompanied by reduced
costs.
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Fig. 3-3. Amplifier performance
versus temperature.
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Table 3-1 lists the various noise contributions to the total system
temperature we might expect for a HEMT RF package at both 4 GHz (C-band)
and 13 GHz (Ku-band). The atmospheric contribution comes from thermal
noise generated by atmospheric gases and varies as the amount of atmosphere
along the line of sight, i.e., as the secant of the zenith angle Z. The cosmic
blackbody background is a constant 2.7 K. Spillover and scattering will depend
on antenna [e.g., prime focus, Cassegrain, or beam waveguide (BWQG)], feed,
and support structure design.

3.5 Reliability and Availability

In the following discussion, we will compare results for communication
links made up of arrays of various sizes. As we will see, there are certain
advantages for availability that occur when using a large number of smaller
elements verses a small number of large elements to achieve a given level of
performance.

The specification of a communications link requires knowledge of the
availability of the link components, one of which is the ground aperture, or
array element. If we were to operate an array with no link margin (by margin,
we mean extra capacity over what is necessary to meet requirements), we
would find that increasing the array size beyond some number Nmax leads to

the interesting conclusion that the total data return is decreased!
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Table 3-1. Range of total system temperature.

Noise Source 4.0 GHz 13.0 GHz
Atmosphere (K) 5.0s(2) 7.8 s(2)
Cosmic background 2.7 2.7
Spillover, scattering 4-8 4-8
Microwave losses 4-12 4-16
Subtotal 16-28 19-31

Receiver temperature

Room temperature (290 K) 40 110

Peltier (220 K) 30 90

Cryogenic (15 K) 8 17
Total (zenith)

Room temperature (290 K) 56-68 129-141

Peltier (210 K) 46-58 109-121

Cryogenic (15 K) 24-36 3648

In order to clarify this assertion, consider the following simplified
argument. Define the availability, 47, of a system to be the percentage of time
that the system is operable for scheduled support. Thus, the down time required
for maintenance is not counted. We should keep in mind that the overall
availability is a product of all subsystem availabilities, although, for the
remainder of this discussion, we will focus on the antenna availability. The total
data return, D7, can be written in terms of the system availability, A7, and the
integral of the data rate:

Dy = Ar | Dp(oydr (3.5-1)

where the integral is taken over the interesting portion of the mission. Suppose
the data rate, Dg(?), is adjusted to the highest level that can be supported by the
total ground aperture used to receive the signal. If we use an array on the
ground of N elements, each having availability p, and the total signal from the
array is near the detection threshold, then the total data return can be written in
the form

Dy =Np" f(1) (3.5-2)
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where f'(¢) is some function of time and includes all of the factors that enter into
link performance (e.g., distance, antenna gain, duration of a pass, etc.), and p"
is the availability of the entire array. Very often f(#) cannot be increased, and
the total data return can be increased only by increasing the ground array (e.g.,
a signal of interest transmits only for a finite duration and does not repeat).
Since p<1, we see that Dr has a maximum value at the value of N given by

-1
max ln(p)

(3.5-3)

A graph of Nmax as a function of the individual array-element availability
p is shown in Fig. 3-5. Using Eq. (3.5-2), we see for an array whose size is
greater than Nmay that the data return drops precipitously. This result stems
directly from our assumption that the data rate would be increased to take
advantage of a/l the ground aperture—that is how it is done with a single
antenna. In fact, use of an array requires that we consider antenna availability in
a different way than we do for a single antenna. In a link with a single antenna,
the antenna is a single point of failure. In an array, the concept of availability
must be merged with that of link margin.

In Appendix B, we derive relations that give the array availability as a
function of the number of antenna elements (spare elements) over and above
the minimum number needed to achieve the required G/T. In order to make a
comparative assessment of the performance of various arrays, Fig. 3-6 shows
the array availability plotted as a function of the fraction of extra elements that
are devoted to sparing for three array sizes (designated in the figure by N, for
the number of required elements) and for a fixed-element availability of
p =0.9. The following interesting observation can be made: The availability of
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Fig. 3-5. Nmax versus availability.
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the array can be increased by increasing the number of spare elements. The
array availability starts with a value much below the element availability, but
increases rapidly and surpasses the element availability for a margin of less
than about 30 percent, or 1 dB. The rate of increase of array availability is faster
for arrays with a larger number of elements, even though it starts with a much
smaller value. At some point as the sparing level increases, all the arrays with
different numbers of elements reach approximately the same availability,
beyond which a given sparing results in higher availability for larger arrays
than for smaller arrays.

For larger arrays, sparing can be increased more gradually, since each
additional element constitutes a smaller fraction of the total array. For an
element availability of 0.9 for example, the minimum availability of a two-
element array is 0.81, which increases to 0.972 by the addition of one element.
This is the smallest increment possible and constitutes a 50 percent increase in
the collecting area, or a 1.76-dB margin. In contrast, for a 10-element array
with the same element availability, the minimum array availability is 0.349, but
by the addition of three elements (a 30 percent increase, or a 1.1-dB margin), an
array availability of 0.966 is achieved. Typically, for a given level of sparing or
percentage of increase in the collecting aperture, a higher array availability is
achieved in arrays with larger numbers of elements.

This discussion demonstrates some of the advantages of a large array of
smaller apertures in comparison with a small array (few elements) of larger
apertures, in terms of providing a more gradual way of increasing the
performance margin or, conversely, a more gradual degradation in case of
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element failure. Furthermore, since a higher array availability is achieved in
arrays with larger numbers of elements (for a given margin or percentage of
increase in the collecting aperture), the designer of a large array can trade off
element reliability for cost, while still maintaining the same overall reliability
as that of an array with a smaller number of elements with higher individual
reliability. Interestingly enough, the smaller elements used in larger arrays
typically have a much higher reliability than do their larger counterparts to
begin with, since they are less complex and easier to maintain.
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Chapter 4
Overview of Arraying Techniques

There are five basic signal-processing schemes that can be employed to
combine the output of separate antennas that are observing a spacecraft-type
signal. These schemes have come to be known as: (1) full-spectrum combining
(FSC), (2) complex-symbol combining (CSC), (3) symbol-stream combining
(SSC), (4) baseband combining (BC), and (5) carrier arraying (CA). Mileant et
al. [1] have analyzed the performance of these techniques and have discussed
the complexity of the reception of spacecraft signals. Their analysis will merely
be summarized here but is presented in detail in Chapter 6. It should be noted
that four of these schemes (CSC, SSC, BC, and CA) work only with a signal
that has well-defined modulation characteristics. They utilize the fact that the
signal source has a unique spectral characteristic and process those signals
accordingly. The first scheme, FSC, works equally well with signals that are
unknown or noise-like, as in the case of astronomical radio quasars.

All of the arraying techniques fall in the general category of signal
processing. The overall SNR is determined by the capture area of the antennas
and the thermal noise generated by the first amplifier. In a typical signal-flow
diagram, the low-noise amplifier is followed by open-loop downconverters
(typically two stages) that heterodyne the portion of the spectrum occupied by
the spacecraft signal to a frequency that can be easily digitized. Digital signal-
processing techniques are then employed, and ultimately an estimate is made of
the data bits impressed on the carrier at the spacecraft. The data are then
delivered to the project that operates the spacecraft. Although the front end of
the signal-flow diagram is identical for all of the arraying techniques, and the
ultimate goal is the same, the details of implementation vary. This results in
very different capital investment and operations costs. These differences make
it extremely difficult to unambiguously determine a “best” arraying technique.
The following sections provide general characterizations of these techniques.

25
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4.1 Full-Spectrum Combining (FSC)

The block diagram of FSC is shown in Fig. 4-1 and has been analyzed by
Rogstad [2]. In FSC, the intermediate frequency (IF) signals from each antenna
are transmitted to the combining site, where they are combined. To ensure
coherence, the signals must be delayed and phase adjusted prior to combining.
An estimate of the correct delay and phase normally is accomplished by
correlating the signal streams.

The primary advantage of FSC is that it can utilize the spectral
characteristics of the signal source but does not crucially depend on them, i.e.,
the received spectrum can be filtered if the spectral characteristics are known or
accepted in total if the spectrum is unknown or noise-like. FSC can be used
when the carrier is too weak to track or is not possible to track with a single
antenna. In this case, the gross relative delays and phases between antennas are
determined a priori from geometry calculations. Then the residual relative
delays and phases are determined by cross-correlation of the signals from each
antenna. These delays and phases are used to correct the antenna IF signals, and
then they are combined.

One cost driver with FSC arises when the signal spectrum is unknown or
noise-like. The entire signal bandwidth must then be transmitted to the
combining site. If the transmission is analog, then the link must have high
phase stability and low dispersion in order to maintain phase coherence at the
radio frequency. If the link is digital, it must have relatively large bandwidth
(assuming multibit digitization). Depending on the compactness of the array
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Phase Control Correlate Combine ] Receiver
A A
Matched
Y Filter
Delay and T
Phase Shift

Fig. 4-1. Full-spectrum combining.
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and the cost to install fiber-optic cabling, this may or may not be a real
disadvantage.

4.2 Complex-Symbol Combining (CSC)

The block diagram of CSC is shown in Fig. 4-2. The intermediate
frequency (IF) signal from each antenna is fed to a receiver, where it is open-
loop carrier tracked using the best available carrier predicts. If this tracking is
kept within a frequency error much less than the symbol rate, it can then be
subcarrier demodulated (if used), and then symbol synchronization (sync) can
be performed. These complex symbols (because of the unlocked carrier) are
sent to the combining site, where they are combined. To ensure coherence, the
signals must be phase adjusted prior to combining. An estimate of the correct
phase normally is accomplished by correlating the various signal streams.

An advantage of this technique is that the data are transmitted to some
central combining site at only slightly higher than the symbol rate. The symbol
rate is some multiple of the data rate, dependent on the coding scheme, and for
most applications is relatively modest. The rate at which data are
communicated to a central site is an important cost consideration since most
users want their data in real time. However, as with FSC, there are stringent
requirements on instrumental phase stability.

Open-Loop .
> Carrier L) Subcarrle_r [ ) Symbol
) Demodulation Sync
Tracking
A 4
o] Phase
7| shift
Phase Cross- [* I > Symbol
Control T Correlate |4 | > Combiner_>
.| Phase
“|  Shift
A
Open-Loop .
> Carrier N Subcarrlgr N Symbol
) Demodulation Sync
Tracking

Fig. 4-2. Complex-symbol combining.
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The disadvantages of CSC stem from the requirement that, like SSC, a
carrier, subcarrier (if used), and symbol-tracking device must be provided for
each antenna. The fact that the carrier-tracking loops are left open lessens the
demand for an SNR as high as the one in the SSC case (see the next section).

4.3 Symbol-Stream Combining (SSC)

The block diagram of SSC is shown in Fig. 4-3. The signal from each
antenna is used by the receiver to track the carrier (and subcarrier, if present)
and to perform symbol synchronization. Once symbol synchronization is
achieved, it is relatively straightforward to delay one data stream relative to the
other in order to align the symbols in time. The symbols are then combined
with the appropriate weights to form an estimate of a “soft” symbol, i.e., the
raw telemetry data, before a decision is made as to whether a given bit (derived
from the symbols through data decoding) is +1 or —1.

One advantage of this technique is that the data are transmitted to some
central combining site at the symbol rate. The symbol rate is some multiple of
the data rate, dependent on the coding scheme, and for most applications is
relatively modest. The rate at which data are communicated to a central site is
an important cost consideration since most users want their data in real time. In
addition, there are no stringent requirements on instrumental phase stability.

The disadvantages of SSC stem from the requirement that a carrier,
subcarrier (if used), and symbol-tracking device be provided for each antenna.
Given that the cost per unit of complexity for digital electronics is rapidly
decreasing with time, it may well be possible to build a “receiver on a chip” for
just a few dollars, so the cost impact may be negligible. However, performance
is another matter. The fact that all of the tracking loops must be locked
demands that we have high loop SNR. This is achieved through a combination
of high signal strength and small loop bandwidth. For small antennas with
inherently low signal strength, the implied narrow loop bandwidth could
become very difficult to obtain, and the technique could become impractical.

| Carrier Subcarrier Symbol
Demodulation [ | Demodulation [ ] Sync ¢
Symbol
Combiner —
Carrier )] Subcarrier ) Symbol T
"| Demodulation Demodulation Sync

Fig. 4-3. Symbol-stream combining.
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As a side note here, loop bandwidth can be thought of as inversely related
to the amount of signal averaging that goes on within a phase-locked loop to
obtain the error signal used to lock the loop. A narrow loop bandwidth means
more averaging or integration in time, and therefore more SNR to lock.
However, if the incoming signal is inherently unstable and varies significantly
in frequency (phase noise), then the loop bandwidth must be kept large enough
to maintain track. This trade-off determines the performance of the loop.

4.4 Baseband Combining (BC)

The block diagram of BC is shown in Fig. 4-4. In BC, the signal from each
antenna is carrier locked. The output of the carrier loop is at a baseband
frequency and consists of the subcarrier harmonics. The baseband signal is
digitized, delayed, weighted, and then combined. The delay offsets usually are
obtained by cross-correlating the baseband signals from the various antennas.
The combined signal is used to achieve subcarrier lock and symbol
demodulation. This technique collapses to SSC if no subcarrier is used.

In effect, the carrier signal from the spacecraft is used as a phase reference
so that locking to the carrier eliminates the radio-frequency phase differences
between antennas imposed by the propagation medium. The information
bandwidth containing the subcarrier and its harmonics is relatively narrow and
can be heterodyned to baseband. The low baseband frequency then imposes
instrumental stability requirements that are relatively easy to compensate. The
baseband data that must be transmitted to a central combining site contain all of
the significant subcarrier harmonics and therefore can be more of a cost
consideration than with SSC.

The disadvantage of this technique is that carrier lock is required on the
signal from each individual antenna. As the antenna diameter decreases, the
carrier SNR is reduced and must be compensated for either by a longer

Carrier
Demodulation ¢
Baseband Subcarrier Symbol
Combiner [ | Demodulation [ ] Sync —>
Carrier ?
Demodulation

Fig. 4-4. Baseband combining.
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integration time or by having the spacecraft increase the amount of power in the
carrier. Halving the carrier SNR implies twice as much integration time (or,
equivalently, a narrower bandwidth in the phase-locked tracking loop), which
sometimes is possible but cannot be carried out indefinitely because of lack of
signal stability due either to the transmitter, receiver, or propagation medium. If
the spacecraft is programmed to increase the carrier power, there is less power
available for the data, and the data rate must be reduced.

4.5 Carrier Arraying (CA)

The block diagram of CA is shown in Fig. 4-5. In carrier arraying, the
individual carrier-tracking loops on each array element are “coupled” in order
to enhance the received carrier SNR, thereby decreasing the “radio” loss due to
an imperfect carrier lock on a single antenna [3].

In effect, all of the carrier-tracking devices are used to arrive at a “global”
estimate of the best carrier synchronization. Alternatively, a single large
antenna can provide carrier-lock information to a number of smaller antennas.
The actual combining then can be done either at an intermediate frequency or at
baseband, with the attendant advantages and disadvantages of each. However,
carrier-lock information must be transmitted to a central site, and the global
solution must be transmitted back to each antenna. For antennas separated by a
large distance, the carrier-lock information must be corrected for different
geometries. Estimates of the delay offsets normally are accomplished by
correlating the signal streams from the various antennas.

Table 4-1 summarizes the requirements for each of the five types of
arraying. Some of these are discussed in more detail in Chapter 6.

~ Carrier Subcarrier Symbol
Tracking | Demodulation [ ] Sync
A
Carrier-
Aided Symbol
Signal Combiner —
(Corrected)
A
v
_ Carrier Subcarrier Symbol
» Tracking [ ®| Demodulation [ | Sync

Fig. 4-5. Carrier arraying.
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Table 4-1. Summary of requirements for combining techniques.

Requirements FSC CSsC SSC BC CA
Carrier lock at individual antennas No No Yes Yes Yes
Bandwldth into combiner ~10 -1 -1 ~10 -1
(in units of the symbol rate)
Phase stability to antennas High  High Low Low High
Dependent on signal spectrum No Yes Yes Yes Yes
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Chapter 5
Single-Receiver Performance

In this chapter, the performance characteristics of a single receiver are
derived in such a way that the parameters defining this performance can be
carried over to an array, allowing comparison between the various arraying
techniques.

5.1 Basic Equations

In deep-space communications, the downlink symbols first are modulated
onto a square-wave subcarrier, and then the modulated subcarrier is modulated
onto an RF carrier [1]. This allows transmission of a residual-carrier component
whose frequency does not coincide with the data spectrum and, therefore,
minimizes interference between the two. At the receiver, the deep-space signal
is demodulated using a carrier-tracking loop, a subcarrier-tracking loop [2], and
a symbol-synchronizer loop [3], as shown in Fig. 5-1. Depending on the
modulation index, carrier tracking can be achieved by a phase-locked loop
(PLL), Costas loop, or both [4]. The PLL or a combination of loops is used for
modulation indices less than 90 deg, whereas a Costas loop is used when the
modulation index is 90 deg. The received signal from a deep-space spacecraft
can be modeled as

r(t)=s(t)+n(t)

where

s0)= N2Psinl, 1+ Ad0Sqr{o.1+6,,)+6,
(5.1-1)
=.2P, sin(a)c [+ GC) + @d(t)Sqi’(wst,t + Gsc)cos(a)ct + 96,)

33



34 Chapter 5

Integrated Demodulator
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| Carrier Subcarrier Symbol Matched
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|

Fig. 5-1. A general coherent receiver model.

The carrier and data powers, denoted P, and P,, are given by Pcos’ A and

Psin” A, respectively, and P is the total received signal power, A is the
modulation index, w.and 6. are the carrier frequency and phase, n(¢) is an
additive bandlimited white Gaussian noise process, d(¢) is the nonreturn-to-zero
(NRZ) or Manchester data, and Sqr( ) designates the square-wave subcarrier
with frequency ,. and phase 6,.. Here the first component, the residual
carrier, typically is tracked by a phase-locked loop, and the second component,
the suppressed carrier, can be tracked by a Costas loop. The modulation d(¢) is
given by

d(ty= "y dy p(t—KT,) (5.1-2)
k=—c0

where d, is the 1 binary data, T, is the symbol period, and p(?) is a baseband
pulse of unit power and limited to 7, seconds. The narrowband noise #(f) can
be written as

n(t) =2n,(t)cos(@w,t +6,) =~ 2n (t)sin(w,t +6,) (5.1-3)

where n,.(t) and ny () are statistically independent, stationary, bandlimited
white Gaussian noise processes with one-sided spectral density level N,
(W/Hz) and one-sided bandwidth B (Hz), which is large compared to 1/ 7.

The primary function of a receiver is to coherently detect the transmitted
symbols as illustrated in Fig. 5-1. The demodulation process requires carrier,
subcarrier, and symbol synchronization. The output of the receiver, v;, is

derived in Appendix C and given by
vi =Py C.Cy Cy, dy +1y (5.1-4)

where C,.,C

sc» and C, denote the carrier-, subcarrier-, and symbol-reduction

functions and are given by
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C

c

C,, :(1—3|¢SC |) (5.1-5)
T

1
Csy =(1_E|¢Sy |)

and ¢., @,and @, denote carrier, subcarrier, and symbol phase errors,

=Cos @,

respectively, and 7, is a Gaussian random variable with variance 63 =Ny /2T,.
Symbol SNR degradation is defined as the average reduction in SNR at the
symbol matched-filter output due to imperfect synchronization, whether carrier,
subcarrier, or symbol. Ideally, ¢, =@, =@,, =0, and Eq. (5.1-4) reduces to the
ideal matched-filter output v, = «/de +n,, as expected. In deriving Eq. (5.1-
4), it is assumed that the carrier, subcarrier, and symbol-loop bandwidths are
much smaller than the symbol rate so that the phase errors ¢, ¢, and ¢, can

be assumed to be constant over several symbols. Throughout this chapter, ¢, is
assumed to be Tikhonov distributed [5]:

ep(,‘ cos ¢(,‘

21ly(p,)’

and ¢ .and @, are assumed to be Gaussian distributed, i.c.,

p(9.)= g1 <m (5.1-6)

o9 /207
P@)=——F i=scw (5.1-7)

N 270o;

where p; =1/G,-2denotes the respective loop SNR and p( ) is a probability
density function.

5.2 Degradation and Loss

A useful quantity needed to compute degradation and loss is the symbol
SNR conditioned on ¢., ¢,.,and ¢,,. The conditional symbol SNR, denoted

SNR’, is defined as the square of the conditional mean computed with respect to
the thermal noise of v, divided by the conditional variance of v,, i.e.,

RN )}

Vi 105 - By)

(D : ) _ 2l a2 (5.2-1)
Oy NO

SNR’ =

where (x|y) denotes the statistical expectation of x conditioned on y, and

v and 62 are as defined earlier.



36 Chapter 5

The unconditional signal-to-noise ratio, denoted SNR, is found by
averaging Eq. (5.2-1) over the carrier, subcarrier, and symbol phases. Letting x
denote the average of x, the unconditional SNR is given as

2PT, 7573 3
SNR = %cﬁ C,.Co, (5.2-2)
0

Ideally, when there are no phase errors (i.e., when @.=¢, =9¢,, =0),
C.=C,.=Cs =1 and Eq.(5.2-2) reduces to SNR;q, =2P/T/ Ny, as
expected. The symbol SNR degradation, D, is defined as the ratio of the
unconditional SNR at the output of the matched filter in the presence of

imperfect synchronization to the ideal matched-filter output SNR. The
degradation, D, in dB for a single antenna thus is given by

D = 10 logIO[SSi

} - 1010g10(C3 c2 CZ)) (5.2-3)
ideal

Before proceeding, we need to understand and quantify the degradations
due to the carrier, subcarrier, and symbol synchronization. Carrier tracking can
be performed in two ways. The residual component of the signal can be tracked
with a phase-locked loop or the suppressed component of the signal can be
tracked with a Costas loop (see Sections 3.2 and 3.3 in [5]). With a PLL, the
loop SNR is given by

1 P
Pey=—5—=—"5 (5.2-4)
“ cz',r NOBC

where B, is the carrier-loop bandwidth and Gir is the phase jitter in the loop

(the subscript “c,7” refers to the carrier residual component). On the other hand,
with a Costas loop, we have

1 _PS,
= ——=_d°L 5.2-5
Pe.s o2, NoB (5.2-5)

c

where §; is the squaring loss given by SZI :1+(1/[2ES /NO]), and
E;/Ny=P,T;| N, is the symbol SNR (the subscript “c,s” refers to the carrier
suppressed component). Note from Eq. (5.1-1) that, when A=90 deg, the
residual component disappears, and the carrier is fully suppressed. On the other
hand, when A =0 deg, the signal reduces to a pure sine wave. When A is not
exactly 0 or 90 deg, both components of the carrier (residual and suppressed)
can be tracked simultaneously, and the carrier phase estimates can be combined
to provide an improved estimate. This is referred to as sideband aiding (SA),
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and it results in an improved carrier-loop SNR given to a first-order
approximation by

Pc= pc,r + pc,s (52'6)

Whether sideband aiding is employed or not, the degradation due to imperfect

carrier reference is given by Cf .
2

sc?

2
ol =L=(f) B Wse [, __1 (5.2-7)
) Psc 2 Pa’/NO 2EV/NO

where w,. denotes the subcarrier window. Similarly, the symbol-loop phase

2
sy?

The subcarrier-loop phase jitter, 0., in a Costas loop is given by [4]

jitter, o, , assuming a data-transition tracking loop (DTTL), is [5]

1 27° B, w
2=—-= 2 2 (5.2-8)

o Py (P IN)erf*(JE,IN,)

where Wiy is the symbol window and erf(-) denotes the error function. The

probability density functions (pdfs) of ¢. and ¢, can be assumed to be

Gaussian or Tikhonov. Assigning a Tikhonov density for the carrier phase error
and a Gaussian density for the other two, the first two moments of C,, C,., and
C,,of Eq. (5.1-5) become, respectively,

T = cosg, = 1lpe)
IO(pc)
2L oo
3/2
Cvczl_zlq)vcl: _(g) O
d - . (5.2-9)
5 4 — 132 2
Cszczl_ |¢sc|+?¢szc:1_\?o-s¢+(;) 0.32(
_ 1 1 O
Co=l-—igy,i=1- |——2
sy (pvy oo
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Fig. 5-2. Symbol SNR degradation due to imperfect carrier reference.
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where I, (-)denotes the modified Bessel function of order £ and p, is the

carrier-loop SNR. The symbol degradations, C C2 and C versus the loop

sc sy ?

SNR are depicted in Figs. 5-2 and 5-3. Figure 5-3 also depicts the degradation,
assuming ¢ . and ¢, are either Gaussian or Tikhonov distributed. It is clear
from this figure that both densities provide close results; therefore, the Gaussian
assumption for the subcarrier and symbol phase errors will be utilized from
here on.

The notion of loss is defined in terms of the desired bit- or symbol-error
rate (SER). For the single receiver shown in Fig. 5-1, the symbol error rate,
denoted P,(E), is defined as

P, (E) J‘J-_[P (E | — ¢L > ¢sc ’ q)sy ]pc (¢c )psc (q)sc )psy (¢S) ) d¢cd¢sc dq)S) (5 2- 10)

where PS(E I[ES / NO],¢C,¢SC,¢W) is the symbol-error rate conditioned on the

symbol SNR and on the phase errors in the tracking loops. For the uncoded

channel,
P ¢) [0) ¢) 1 Y C C2C2 5.2-11
c> Ysco Ysy €7fC N c~scsy ( - )

where erfc(-) is the complementary error function. Ideally, when there are no
phase errors (i.e., when p.=p, =p, =e°, so that C.=C;, =C =1),

Eq. (5.2-11) reduces to the well-known binary phase-shift keyed (BPSK) error
rate,

— ‘ES _
P.(E) 7 erfcli\ N, } (5.2-12)

Symbol SNR loss is defined as the additional symbol SNR needed in the
presence of imperfect synchronization to achieve the same SER as in the
presence of perfect synchronization. Mathematically, the SNR loss due to
imperfect carrier-, subcarrier-, and symbol-timing references is given in dB as

L=20log,g|erfe™ (2P, jgea(B))| - 2010g g erfe ™ (2P, s (B)]  (52-13)

The first term in the above equation is the symbol SNR required for a given
symbol-error rate in the presence of perfect synchronization, whereas the
second term is the symbol SNR required with imperfect synchronization.
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Fig. 5-4. Degradation and loss versus carrier-loop SNR.

Figure 5-4 depicts degradation and loss curves for the carrier loop. Note that
loss is a function of P,(E), while degradation is not. Also, loss provides a more
accurate performance prediction at the expense of added computational
complexity and should be used when possible.
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Chapter 6
Arraying Techniques

At least five different arraying schemes can be employed in designing an
arraying system. In this discussion, they are referred to as full-spectrum
combining (FSC), complex-symbol combining (CSC), symbol-stream
combining (SSC), baseband combining (BC), and carrier arraying (CA). In
addition, sideband aiding (SA) also can be employed, even though it is not
strictly an arraying technique since it employs a single antenna (SA uses an
estimate of the carrier phase derived from a Costas loop tracking the data
sidebands to aid the carrier-tracking loop). In the next few sections, we will
discuss how each of these schemes function and attempt to clarify their
advantages and disadvantages. Furthermore, in Chapter 7, we will discuss
combinations of these schemes, such as carrier arraying with sideband aiding
and baseband combining (CA/SA/BC) or carrier arraying with symbol-stream
combining (CA/SSC), to determine if such combinations provide any further
advantage. The effective symbol SNR is derived for each arraying scheme,
assuming L antennas and accounting for imperfect synchronization. In the cases
where adjustments in both phase and delay are required to achieve
synchronization, the delay component will be assumed as known. This is
nominally true because the delay is largely determined by geometry and,
therefore, can be accurately estimated. Also, since the signal bandwidths are
narrow relative to their transmitted frequency, the delay accuracy is not as
critical as is the phase. Complexity versus performance is traded off throughout
the chapter, and benefits to the reception of existing spacecraft signals are
discussed.

In what follows, the performances of different arraying schemes are
compared on the basis of degradation only, since this parameter provides
sufficient indication for relative comparison. For an exact performance

43
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prediction, loss should be used in the region where loss and degradation do not
agree.

6.1 Full-Spectrum Combining (FSC)

Full-spectrum combining is an arraying technique wherein the signals are
combined at IF, as depicted in Figs. 6-1 and 6-2 [1]. One receiver
chain—consisting of one carrier, one subcarrier, and one symbol-
synchronization loop—then is used to demodulate the combined signal. The
combining at IF is two-dimensional in the sense that both delay and phase
alignment are required to coherently add the signals. Let the received signal at
antenna 1 be denoted by s;(¢). Then, from Eq. (5.1-1), we have

51(t) = /2P, sin[@ ¢ + 6, (1)] (6.1-1)

where 6,(r)=0,,(t)+0.(z). The first term on the right-hand side is
Hm(t)=Ad(t)Sqr[a)S‘.t+05L,] and represents the data modulation. The second
term is 6,.(t)=0,(t)+0,,.(t) and represents dynamics and phase noise, with
0,(t) being the Doppler due to spacecraft motion and 6,,.(¢) the oscillator

phase noise. The received signals at the other antennas are delayed versions of
s1(#) and are given by

5i(t)=s(t—7;) = /2P, sin[o.(t — 7,) + 6,(t)] (6.1-2)

for i = 2,...,L, where 7; denotes the delay in signal reception between the first
and the ith antenna (7,=0) and 6,(#)=0,(t+—71;)+A0,(t). Here, AB;(¢)
accounts for differential Doppler and phase noises, which typically are “very
small.” Complex downconverting each s;(¢) signal to IF, we obtain

x,(1) = | B 1000 0) (6.1-3)

where @, denotes the IF frequency. Delaying each x,(¢) signal by —7; (which
is assumed to be known precisely), we have

v.(0=%,(+7)= ﬁej[w,z+(w,fw(.)ri+91(z)+A6,.(t)] (6.1-4)
l 1 1 1 *

The signals y;(¢) cannot be added coherently because the phases are not
aligned [due to the factor (w; —®,.)7; and A6;], even though the data symbols
are aligned [note that Doppler phase8,(¢) is part of 6,(¢)]. Therefore, an

additional phase adjustment is necessary to add the signals coherently.
Let us consider an antenna interferometric pair as illustrated in Fig. 6-3.
The signal at antenna i arrives 7; seconds later than the signal at antenna 1,
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Fig. 6-2. FSC align and combine for a two-antenna array.

which will be used as a reference for mathematical convenience. After low-
noise amplification, the signals are downconverted to IF, where the ith signal is
delayed by —7; seconds. The latter delay consists of two components, a fixed
component and a time-varying component. The fixed component compensates
for unequal waveguide and cable lengths between the two antennas and the
correlator. It is a known quantity that is determined by calibration. The time-
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Fig. 6-3. An interferometric pair.

varying component compensates for unequal propagation lengths for the two
received signals. This component typically is precomputed from the trajectory
of the spacecraft and the physical location of the two antennas. The relative
phase difference between the signals is estimated by performing a complex
correlation on the resulting signals, which, for all practical purposes, have been
aligned in time. At the input to the correlator, the two complex signals from the
first and the ith antennas are passed through filters with bandwidth B Hz and
subsequently sampled at the Nyquist rate of 2B samples per second.
Mathematically, the complex sampled signals are given by
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¥1(5) = R e g 1)
and (6.1-5)

v, (1) = \/Fe‘i[wﬂk+(a)1_m")rf+9"([")]+n-(lk)
1 1 1

where n,(#;) and n;(#;,) are independent complex Gaussian random variables
with variances 612 =Ny B and Giz =N,y;B. 1t will be shown later that the

parameter B is essential in determining the averaging period and, thus, the
combining loss. Correlating the signals (i.e., multiplying and low-pass
filtering), we obtain

z/,(t,) =[PP n (1) (6.1-6)

where ¢;; =(w; —w,.)7; + AG;(t,) denotes the total phase difference between
the signals, and n,;, the effective noise, is given by

nil — ’ﬁej[wlrk+(a)1—w(,)rl~+9,»(tk)] nl(tk)

| (6.1-7)
+ ,\/Fle_J[wltk +0110)] n;(t)+n(@)n; (1)

with effective variance
2 2 2 2 2
GZ'[ = O-l I)I +Gi P] +Gl O-i = B(N()]Pl +N0iP] +N01NOiB) (61-8)

Following the correlation, an averaging operation over 7" seconds is performed
to reduce the noise effect. In that period, N=2BT independent samples are used
to reduce the variance of Eq. (6.1-8) by a factor of N. The SNR of
z;; =(1/N)X}_,z},(#;) at the output of the accumulator, SNR;;, thus is given

by

E(z,)E(z; .
SNR,, = ZWEE) _NRE _ A 2T (6.1-9)
Var(z;,) o No [1+1/y)+(BNy; [ B)I
where ¥, is given by
P N S
y, =4 No Yy =T (6.1-10)

Pl N()i , i=1
and is a function of the receiving antenna only. Appendix D provides these
factors for the various DSN antennas at both 2.3 GHz (S-band) and X-band.
(Note that, in radio metric applications [2], the SNR is defined as the ratio of
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the standard deviation of the signal to that of the noise and is the square root of
the SNR defined in the above equation.) When the correlation bandwidth B is

very large (in the MHz range), the signal x noise term (P67 +P,o}) can be
ignored, and the effective noise variance is dominated by the noise X noise term
(oic?),ie.,

ol ~oic? (6.1-11)

i
In this case, the SNR can be approximated by

SNR, ~ A fi 2T (6.1-12)
NOI NOi B

An estimate of ¢, q;l-l is obtained by computing the inverse tangent of the real
and imaginary parts of z;, i.e.,

~ _ I .
6y =tan~"| 1228120 (6.1-13)
Real[z;]
The probability density function of the phase estimate is given in [2] as
P(fi) = %e‘SNRn /2[1 +GeY N+ erf(G))] (6.1-14)
T

where

SNR;, =
G=,\/ > L cos(@y — i) (6.1-15)

The density in Eq. (6.1-14) is plotted in Fig. 6-4, and its derivation assumes that
the noise n;; is Gaussian (even though it is not Gaussian in the strict sense, a

Gaussian approximation still is justified by invoking the central limit theorem
due to the averaging over N samples). Figure 6-4 clearly indicates that a
reasonably good phase estimate can be obtained for SNR;; as low as 6 dB. At a
moderately high SNR;;, the distribution can be approximated by a Gaussian
distribution with variance

2 1
O~ =
¢il SNRil

(6.1-16)

In the simplest form of FSC, the signal from antenna 1 is correlated with all
other signals and the phase errors estimated. An improvement in phase-error
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Fig. 6-4. The probability distribution of measured

phase as a function of ((/31'1 —¢;) for a number of
SNRs.

estimation can be obtained by performing global phasing between L antennas,
which involves L(L — 1)/2 complex correlations as the signal from each antenna
is correlated with the signal from every other antenna [2]. In addition, closed-
loop techniques can be utilized to reduce the phase error, as illustrated in
Appendix E.

6.1.1 Telemetry Performance

In order to compute the degradation due to FSC, consider the IF signals after
phase compensation, i.e.,

Yi(tk) — Vﬁ?l_ej[wﬂk +6, (1) +A9;, (1)) + ni(tk)ej[wlfk 0, (1) +9; (1;)] (6.1-17)

where A¢; = (]3,-1 — ¢;; refers to the residual phase error between antenna 1 and
the ith signal, and n,(#;) is the complex envelope of the thermal noise with
two-sided noise spectral density N;. The signal combiner performs the

weighted sum of y,(#;), namely

L
vyt =X Biyi(t)
i=1
— i ﬂl}/ﬁej[wm +0, (1) +A¢; (1)) +n _([k)ej[wltk +0, (1) +6;1 (1 )]j|
1 1 l

i=1

(6.1-18)
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Letting 3, =1 and optimizing f3;,i=2,...,L, in order to maximize SNR’, we
obtain

B, = R No (6.1-19)
\ Pl NOz
Note that the variance of the combined complex signal y (#;) is
2 _pY BN 6.1-20
Oy = > Bi Noi (6.1-20)

i=1

The total signal power at the output of the combiner conditioned on residual
phases, A@;(t;), thus is given by

Py = |:(Y(lk) | A(pil(tk)):r

L
Y BB; [PP.Cr.Cir (6.1-21)

]:

L L
BP +22.3ﬁ]\PP cIFCIF

1 l:l

Mh

1l
—_
—_

i

Mh

i

N\..
g.

where
C = /A0 (1) (6.1-22)

is the complex signal-reduction function due to phase misalignment between
the ith and first signals. Assuming that the ensemble average of the phase
difference between any two antennas is independent of which antenna pair is
chosen and that the residual phase of each antenna pair is Gaussian distributed

with variance Gi% , then it can be shown that

A (t;)=Ad (1),
Sy =€, = e 180201

2 2

1 i=j

0 (6.1-23)

Performing the above averaging operation over P,, the total signal power is

obtained, namely,
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L L L
Py =Rl 77+ D77 Cy (6.1-24)
i=l1 i=1 j=1
i#j
Note that in an ideal scenario (i.e., no degradation) with L identical antennas,
the signal-reduction functions approach 1 (Cj; =1 for all i,/) and Eq. (6.1-24)

reduces to Py :PlLZ. Simultaneously, the noise variance of Eq. (6.1-20)
becomes proportional to L and, hence, the SNR increases linearly with L, as
expected.

With FSC, only one carrier, one subcarrier, and one symbol-tracking loop

are required. The samples of the signal at the output of the integrate-and-dump
filter can be expressed as

v =di [P,C.Cy Cy, +10}

c-sc sy

L 6.1-25)
> 1 2 (
O =7 ;ﬂi Ny,

where P, is the combined data power given by P, sin” A and n; is Gaussian
with variance given by Eq. (6.1-25).
It can be shown that the symbol SNR in terms of P, = A sin” A is given by

L
’ _
p 7 22 2 r,Cy
by 22 2| =l ij i%j
SNR fsc — N01 . Cc Csc Csy T

(6.1-26)

where the loop losses are computed using the combined power, whether coming
from the carrier or the data. Note that in the ideal case Eq. (6.1-26) reduces to
SNRgeqt = 2P T, 1"/ Ny, as expected. The degradation factor for FSC, Dy, is

given as before [Eq. (5.2-3)] by the ratio (in decibels) of the combined symbol
SNR to the ideal symbol SNR, i.e.,

SNR
fsc
D..=10lo g ——
fsc g10 SNR. J

ideal

Lo B (6.1-27)
o 27:‘ +22?’i7’jcij

=10logo| C2 C CE| = "’;2"*"
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As an example, let P, =P, Ny =N, and ;=1 for all antennas; then the

signal and noise powers of the real process at the output of the combiner
become, respectively,

—crﬁ(z, /2 —oiq,
Py=R|L+2(L-De +(L-2)(L-De
(6.1-28)
2
and the SNR at the combiner output becomes
—0'24,/2 —0'§¢
P, B|L+2(L-1)e +(L-2)(L-1)e
SNR (. =—5= (6.1-29)
reT o2 BN, L
With perfect alignment (i.e., Gi(p — 0), the SNR, reduces to
P L
SNRjjeu = —— 6.1-30
ideal N()]B ( )

as expected and, hence, the combining degradation for the FSC scheme is given
by

_~2 2
%3/ (L) (L—-1)e 7%

L2

L+2(L-1)e

Dy, =10logy, (6.1-31)

Note that Dy, ideally approaches zero. For the case of a single antenna (i.e., no
arraying), Dy, measures the degradation due to imperfect synchronization.
Figures 6-5 and 6-6 depict the degradation of FSC, Dy, for the array of two

high-efficiency (HEF) antennas and one standard (STD) 34-m antenna as a
function of P/ N, of the master antenna (Fig. 6-5) and of modulation index A
(Fig. 6-6). Also depicted is the degradation due to any single synchronization
step (such as carrier, subcarrier, or symbol synchronization), obtained by
setting the degradation due to the other steps to zero. An “x” has been placed in
the figure to indicate the point at which carrier-loop SNR dips below 8 dB and
significant cycle slipping occurs. Because with FSC the carrier loop tracks the
combined signal, there is less degradation than when several carrier loops track
individual signals, as in the case of symbol-stream combining or baseband
combining (discussed in Sections 6.3 and 6.4).
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6.2 Complex-Symbol Combining (CSC)

As depicted in Figs. 6-7 and 6-8, signals from multiple antennas in CSC are
open-loop downconverted to baseband; partially demodulated using multiple
subcarrier loops, multiple symbol loops, and multiple matched filters; and then
combined and demodulated using a single baseband carrier loop. The advantage
of CSC is that the symbol-combining loss is negligible and is performed in the
data-rate bandwidth. Moreover, antennas that are continents apart can transmit
their symbols in real or nonreal time to a central location, where the symbol-
stream combiner outputs the final symbols. That, however, requires that each

RF/IF Subcarrier Symbol Matched
>y '? > Loop —> Loop ™ Filter [
Vi
RF/IF Subcarrier Symbol Matched Align .. | Output
> o Loop  [®] Loop [ Filter [ “Srg p| Garrier L 7
) oop
Combine
. Complex
Open-Loop Downconversion Symbols

to Baseband

Loop Loop Filter

- RIE/IF _»@_» Subcarrier [ Symbol [, Matched N

Fig. 6-7. The complex-symbol combining (CSC) algorithm
for an L-antenna array.

Phase Difference Estimator

%
Matched | "k.1
Filter O —NX)—» NEN ()

atan('™/ge)

\ 4
A\ 4

Matched | Vk+m.2 o=~
Filter > m
2
A
b4 A 021
exp(/621)
B2

R Align and Combine Complex Symbols { To Carrier
U " Loop

Fig. 6-8. CSC align and combine for a
two-antenna array.
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antenna is able to lock on the signal individually. The disadvantage of CSC is
that L subcarrier and L symbol-tracking devices are needed, and each suffers
some degradation.

The subcarrier and symbol loops used for CSC can be the same as those
used in FSC or they can be slightly modified versions that take advantage of
both the in-phase (I) and quadrature-phase (Q) components of the signal. CSC
implementations with the same loops as in the FSC would use either the I- or
Q-component of the baseband signal. In either case, the loop SNRs of the
subcarrier and symbol loops need to be recomputed since the loop input can no
longer be assumed to have carrier lock. Let p’; denote the loop SNR of the ith
subcarrier loop when either the I- or Q-arm is used (i.e., the unmodified loop),
and let pslg denote the subcarrier-loop SNR when both the I- and Q-arms are

used (i.e., the modified loop). Similarly, define pS’yi and png, for the ith symbol

loop; then, from Appendix F, we have

o _:(3)2 Pai /Noi {4 1 -
. T 2Bsci Weei Pdi TV/NOi

PIQ.=(2)2 i/ Yo 1+ ! B
¥A\m) By Wy Py Tg [Ny,

;1 Pdi/NOiL

(6.2-1)

syi T 2 1
2r Bsyi Wiyi

Fyi /No,

o _ 1
Psyi =73 10
272: Bsyz Wsyl'
where By.;w,.; and B,; w,,; are the window-loop bandwidth products of the

ith subcarrier and symbol loops, respectively. Squaring losses L, for the
unmodified loop and L, for the modified loop are defined in Appendix F. For

the Galileo S-Band Mission (see parameters specified in the numerical
examples of Chapter 7), it is shown in Appendix F that using the unmodified
subcarrier and symbol loop reduces the loop SNR by 6 dB as compared with
the carrier-locked case, and that utilizing both the I- and Q-arms recovers 3 of
the 6 dB. Consequently, since the modified subcarrier and symbol loops result
in an improved performance, they will be used in this section when comparing
CSC with FSC. (The actual operating bandwidths for the modified and
unmodified subcarrier and symbol loops also are investigated in Appendix F.)
Referring to Fig. 6-7, the combining gain is maximized by aligning the
baseband signals in time and phase prior to combining. The alignment
algorithm for an array of two antennas is shown in Fig. 6-8. Here signal 1 is
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assumed to be delayed by m symbols with respect to signal 2. Therefore, the
signals are time aligned by delaying signal 2 by m symbols, where m is an
estimate of m. As in FSC, we assume perfect time alignment so that 7 =m.
After time alignment, the phase of signal 2 with respect to signal 1 is assumed
to be 0, rad. Hence, the signals are phase aligned by rotating signal 2 by the
phase estimator output éz 1-

The analysis of CSC degradation begins with the expression for the output
of the matched filter in Fig. 6-7. Note that there are actually 2L matched filters
per L antennas because, after subcarrier demodulation, a real symbol stream is
modulated by I- and Q-baseband tones. Using complex notation, the matched-
filter output stream corresponding to the kth symbol and the ith antenna,
conditioned on @;.; and @, ;, can be written as

Vi =B CCoydi s 0l (6.2-2)

Sci™~ syi

where the noise n;; is a complex Gaussian random variable with variance
Ny; / T;. The subcarrier- and symbol-reduction functions, C.,; and Ci,,, are
given by Eq. (5.2-9) after replacing ¢,. by ¢,.; and ¢, by ¢,,;. The baseband

carrier frequency A®,. /(27) is equal to the difference between the predicted
and actual IF carrier frequencies and is assumed to be much less than the
symbol rate, i.e., Af, <<1/T,. The degradation at the output of the matched

filter when the carrier is open-loop downconverted is approximately given as

2
_ [ sin(A£,.T,/2) )
Dyy = (—Achs I ) (6.2-3)

Figure 6-9 illustrates the matched-filter degradation as a function of A f.T,, and
it is clear that the degradation is less than 0.0129 dB when A f.T, <0.03.
The combined signal after phase compensation, v, in Fig. 6-7, is given as

L A
-j6;
vi= Bvie (6.2-4)
i=1

where v ; is given in Eq. (6.2-2) and él-l is an estimate of 6;;.
After substituting Eq. (6.2-2), the combined signal can be rewritten as
follows (see Appendix G):

v =P d ettt g (6.2-5)

where the variance of the combined complex noise is given as [3]
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L
Gzz%gz%zﬂﬂr (6.2-6)
N

N

i
~

The conditional combined signal power, P’, is given as

L L
P'= Pl 2 zyiyjcscicsqicsyicsyj Ctj (62'7)
i=1 j=1

ej[A‘Pil —Adj] [

where Cj; = as in Eq. (6.1-23)]. The signal v, then is

demodulated using a baseband Costas loop with output equal to e /*?<"«*),

where 6, is an estimate of 6,. The demodulator output is a real combined

symbol stream and can be represented as
v, =\P'C.d, +n, (6.2-8)

where C, and P’ are respectively given by Egs. (5.2-9) and (6.2-7). The noise
n; is a real Gaussian random variable with variance 65 = 012, /2, where Gﬁ is
given by Eq. (6.2-6). The SNR conditioned on ¢, @y, @, A¢;;, denoted
SNR/,., is defined as the square of the conditional mean of v, divided by the

conditional variance of v,, i.e.,

0.0 T T T

Darc (dB)

5.0 I | I
0.0 0.2 0.4

AfT

Fig. 6-9. Degradation at the matched-
filter output versus the carrier frequency
error-symbol time product.
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L

L
2PT. 2 2 Yiv; Csci Cscjcsyi CSyj le/
, 2 i=1 j=1
SNR/,, = 1= 2=t

cse T
NOl

- (6.2-9)

6.2.1 Telemetry Performance

The degradation is found, as before, by dividing the unconditional CSC
SNR, which includes the effects of synchronization and alignment errors, by
the ideal SNR. The unconditional SNR, denoted SNR ., is computed by taking

the statistical expectation of SNR{ with respect to @, dy;, @5 A@;y. The
phase probability densities are assumed to be the same as before. In addition,
. and ¢s_.. are assumed to be independent when i # j, and the same is true

SCi scj p J

for ¢,,; and ¢,,;. Consequently,

L L L
2~2 ~2 ., \\w N~ A~~~
Zyi Csci Csyi + Zz}/z’y j Cscicscjcsyicsyjczj
_2RT; CTZ i=1 i=1 j=1
- c
Ny, r

SNR,,, (6.2-10)

where the average signal-reduction function due to phase misalignment
between baseband signals 7 and j, denoted Cj;, is given by Eq. (6.1-23) with
Oagi =1/SNR

The CSC correlator SNR, or SNR is shown in

cscil® cscil»
Appendix G to be
TCL.CL CL.Ct
SNRcscil = Pl > = ;Cl ;yl 1Sy1 NOi (62-1 1)
o1 Cscicsyi + Cscl Csyl ?1 + PTS

where T is the averaging time of the correlator and 7, is the symbol period.
C,,., and C?

syi» syl
and symbol loops are given by Eq. (5.2-9), where the loop SNRs are given by
Egs. (E-7) and (E-14).

The carrier-loop loss Cf also is given by Eq. (5.2-9) with the loop SNR p..
in that equation computed using the average combined power P’/ Ny, , found

~ 2

The loop-reduction functions C, ;,C

sci» Csci» for the ith subcarrier

by averaging Eq. (6.2-7) over all phases and dividing by the effective noise
level, NoeﬁzTSGIZ,. Ideally, with no phase errors,

C2=C2=C}=C,=C, =C; =1 and Eq. (6.2-10) reduces to 2RT,T'/ N,
as expected. The degradation will be
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L L L
2%‘2 Cszcicszyi + 227;‘3’]‘ CeiCyc jCyy iCyy jCij
im1 i=1 j=I

Dcsc = IOIOg C_L2 i¢jrz (6.2-12)
Several examples of this scheme for the Galileo Mission are given in the
numerical examples of Chapter 7.

6.3 Symbol-Stream Combining (SSC)

SSC involves the arraying of real symbols, as opposed to complex symbols.
As with CSC, the advantage of SSC is that the combining loss is negligible [4]
and is performed in the data-rate bandwidth. Moreover, antennas that are
continents apart can transmit their symbols in real or nonreal time to a central
location, where the symbol-stream combiner outputs the final symbols.
However, that requires each antenna to be able to lock on the signal
individually. The disadvantage of SSC is that L carrier, L subcarrier, and L
symbol-tracking devices are needed, and each suffers some degradation. For
moderate-to-high modulation indices, the carrier degradation can be reduced by
employing sideband aiding at each antenna.

As depicted in Fig. 6-10, each antenna tracks the carrier and the subcarrier
and performs symbol synchronization individually. The symbols at the output
of each receiver then are combined with the appropriate weights to form the
final detected symbols. The samples of the signal at the output of the symbol-
stream combiner are

RF/IF | Carrier Subcarrier Symbol
1 "| Tracking ] Tracking I Sync
v
Align Vi
and
Combine Output
Symbols
A
RF/IF Carrier [ | Subcarrier |_,,| Symbol
2 Tracking Tracking Sync

Fig. 6-10. Symbol-stream combining (SSC).
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L
Vi = deﬂM Pdicci Csci Csyi + nllc (6.3-1)
i=1

where the f3; are weighing factors given by Eq. (6.1-19), P;; =P, sin? A is the
received data power at antenna i (P, is the total received power), and C,, C,.,
and C,,; are the degradation functions at the ith antenna, as defined in

Eq. (5.2-9). There is negligible loss when combining the symbols (<0.05 dB),
and, assuming that each receiver chain has a one-sided noise power spectral
density level Nj;, it is straightforward to show [5] that the variance of nj is

given by

| &
2 2
Oy o7 Zﬁz No; (6.3-2)

s =1

The conditional symbol SNR (assuming that the various phase errors are
known) at the output of the combiner is

—2

, ]

SNR{,. ==~ (6.3-3)
o,

where v is the mean of v, conditioned on ¢.;,9,.,9,,; for i=1,...,L. Using

Egs. (6.1-10), (6.3-1), and (6.3-2) in Eq. (6.3-3), we get

L 2
2 Yi Ccicsci syij

SNR,, = 2§“TS L - (6.3-4)
01

Note that, in the absence of any degradation, the conditional SNR simplifies to

2P, T, 2P, T
SNR jjea1 = ]\;“ : 2%’ =—A;” =T (6.3-5)
01 =1 01

with I' being the ideal gain factor obtained at antenna 1, which again for
convenience is denoted as the master antenna. For L identical antennas with
equal noise temperatures, we have y; =y, =1 for i = 2...L, and the ideal SNR
reduces to 2LP; T,/ Ny, as expected. The actual SNR at the output of the
symbol combiner is obtained by averaging the conditional SNR over the
unknown phase errors, which are embedded in the constants C,,C,C,,; defined

sci ™~ syi
in Eq. (5.1-5), i.e.,
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22 A2 ~ ~ -~ -~~~
271 C Cvcz var + zzylyj Cczcvcz syi CCjCS‘CjCS‘yj
i=1 i=1 j=1
SNR,, = 22,17; L
01

(6.3-6)

Because the noise processes make all the phase errors mutually independent,
the computation of the unconditional SNR in Eq. (6.3-6) reduces to the

computation of the first two moments of the various C;,C.;, and Cjy; given in

Eq. (5.2-9). Finally, we define the SNR degradation factor D,. (in decibels)
for symbol-stream combining as

SNR ...
Dssc =1010g10 SI\IR—MJ
ideal
2 2 A2 A2 ~ -~ ~ ~ ~ -~
z C Csu CA}I + 22}/17/] CczCsu syi chcsqcsy/
=11
=10log,, li;z

(6.3-7)

Figures 6-11 and 6-12 depict D,,. for an array of the same three antennas
as were used in the FSC example as a function of P/ N, of the master antenna

(Fig. 6-11) and of the modulation index (Fig. 6-12). Also depicted is the
degradation due to any single synchronization step (such as carrier, subcarrier,
or symbol) obtained by setting the contribution due to the other steps to zero.

6.4 Baseband Combining (BC)

In baseband combining, each antenna locks on the carrier signal, as
depicted in Fig. 6-13. The baseband signals, consisting of data on a subcarrier,
are digitized, aligned in time, and combined, and the symbols are demodulated.
The combined digital symbols can be modeled as

L
Vi = dk Csc Csy 2 ﬂi \ Pdi Ccicbbi + nllc (64'1)
i=1
where Cp,; =(1-2ml7;1) is the signal-reduction function for the baseband

combiner, m is the ratio of the subcarrier frequency over the symbol rate, and
7; is the delay error of the ith telemetry time-aligning loop (7, =0) [6]. For the

combined signal, only one subcarrier and one symbol-tracking loop are
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Fig. 6-13. Baseband combining (BC).

employed and, hence, no subscripts are needed for the random variables ¢,
and @,. The variance of v, due to thermal noise still is given by Eq. (6.3-2).

Again, as with the SSC scheme, the conditional SNR at the output of the
matched filter is given by

L 2
Z%’Cc iCob iJ

2
(Vk |¢c’¢sc’¢sy’ri) 2Pd1Ts 2 ~2 [i=1
= Csccsy
NOl NOl

SNR}, = (6.4-2)

r

In order to compute the unconditional SNR, we have to average Eq. (6.4-2)
over all the phase- and delay-error processes in the corresponding tracking
loops, resulting in

Lo
2,2 A2 = = = =
2 ViCoi Cipi 2 Z ViV iCeiCe iCob iCrp j
2P T C_ZC_Z i=1 bJ i#] 6.4-3
NO] sc =Sy T ( T )

SNR,,. =

The signal-reduction function for the time alignment of baseband signals, Cy;;,
has the following first two moments:
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_ 2
Cpi=|1-2m |—0
bbi ( \“ﬂ' TJ

o (6.4-4)
—— 2
Ch, = (1 —4m \‘;;oﬂ. + 4m203i]

where G.% ; denotes the variance of the ith time-aligning loop and is computed
to be [6]

62 _ Bri 1
Ti ~ 2 ‘ | 2
8320 Lo ot Jers( Pao? )]

In the above equation, B;; denotes the bandwidth of the time-aligning

—1], i=2,.,L (6.4-5)

loops, B, the noise bandwidth at the input to the digitizer (assumed to be the
same in all channels), and Giz = N,; B, (note that C,,; =1 and Cgbl- =1). The
equations for the moments of C,. and C;, are those given by Eq. (5.2-9) with

the variances computed using the combined P,/ N,. Note that under ideal

conditions (i.e., no phase or delay errors in the tracking loops), all C’s are 1,
and the SNR reduces to

2Ples

01

SNRideal =

r (6.4-6)

as in the symbol-stream combining case [Eq. (6.3-5)]. As expected, BC has the
same SNR performance as other schemes under ideal conditions. Once the
unconditional SNR is computed for the BC scheme using Eq. (6.4-3), the
degradation factor is obtained as before, namely,

SNR
Dy, =10logyg SNTbC)

ideal
L - L (6.4-7)
N ¥ CE Copi+ D 717 CeiCj CopiC,
— i)
=10 10g10 Cvzc Csy : ;]2

Figures 6-14 and 6-15 depict the degradation due to baseband combining,
Dy, as a function of both A /Ny, (Fig. 6-14) and A (Fig. 6-15), assuming the
same array as in the FSC case. Note from Fig. 6-14 that the subcarrier and
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Fig. 6-14. The degradation of BC versus P1/Np: for a
modulation index of 65.9 deg.

symbol degradations are less than their counterparts in SSC (Fig. 6-11) because
these loops track the combined signal.

6.5 Carrier Arraying (CA)

In carrier arraying, several carrier-tracking loops are coupled in order to
enhance the received carrier signal-to-noise ratio and, hence, decrease the
telemetry (radio) loss due to imperfect carrier synchronization. The coupling
can be performed using phase-locked loops (PLLs) for residual carriers or
Costas loops for suppressed BPSK carriers. Only the PLL case is considered
here to illustrate the idea of carrier arraying. A general block diagram is shown
in Fig. 6-16, where two carrier loops share information to jointly improve their
performance, as opposed to tracking individually. Carrier arraying by itself
does not combine the data and thus needs to operate with baseband combining
or symbol-stream combining to array the telemetry. This is shown in Fig. 6-16,
where baseband combining is employed to array the data spectrums.

There are basically two scenarios in which one would employ carrier
arraying. In the first scenario, a large antenna locks on the signal by itself and
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then helps a smaller antenna track. In this case, the signal might experience
dynamics requiring a large loop bandwidth and, hence, the signal would have to
be strong enough to enable the carrier loop to operate with the large bandwidth.
A large antenna with a strong signal first is used to track the signal and then the
dynamics of the signal are estimated and removed from the weaker signal to
enable the other carrier loop to operate with a smaller bandwidth and, hence, a
higher loop SNR. In the second scenario, the signal is too weak to be tracked by
any single antenna but can be tracked jointly by two or more antennas. The
combining methods used in the latter case are similar to those employed in FSC
when aligning the phases of pure tones (hence, requiring a smaller correlator
bandwidth). In either scenario, carrier arraying can be implemented in one of
two ways—at baseband or at an intermediate frequency (IF).

6.5.1 Baseband Carrier-Arraying Scheme

Baseband carrier arraying is illustrated in Fig. 6-17, where the error signals
at the output of the phase detectors are combined at baseband. This scheme is
analyzed in [7], where it is shown that the variance of the phase-jitter process in
the master PLL is given by

o 1 f H,(2) 2% Ny,
cl 27[] L Z 2’TCIPC1
1+27,-H1(Z)[1—Hi(2)]
. i=2 ) (6.5-1)
+2y2 1 H,(2)[1- H;(2)] dz Ny,
<" 2 L z 218
i 1+2'}/,'H1(Z)[1_Hi(z)]

i=2

where H;(z) is the closed-loop transfer function of the ith loop and T; is the

loop update time. The above integral is difficult to evaluate in general.
However, when B.; << B, for i = 2,...,,L, which is the preferred mode of

operation, the above integral can be approximated by

L
2
BciZ:Bf No;

2 i=1
o,=—=— 6.5-2
cl PCIFZ ( )

which assumes ideal performance. In this case, the master-loop SNR becomes

P

C

Poj=——T (6.5-3)
¢ BCINOI
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Fig. 6-17. A baseband implementation of carrier arraying.

assuming identical noise spectral densities. The actual variance typically will be
larger and requires the evaluation of Eq. (6.5-1), which depends on the actual
loop filters implemented.

6.5.2 IF Carrier-Arraying Scheme

One form of IF carrier arraying is depicted in Fig. 6-18 and is conceptually
the same as full-spectrum combining. In this case, the carrier power, P.;, is

substituted for the total power, P;. So, all equations and results derived for the

FSC scheme regarding the combining loss can be automatically applied to the
IF carrier-arraying scheme. Phase estimation in this case can be performed by
downconverting the received IFs to baseband using a precomputed model of the
received Doppler and Doppler rate. The correlation can be computed at
baseband using very small bandwidths B and, hence, requiring short integration
times 7. From Eq. (6.1-8), the variance of the ith carrier correlator is

0;; = B(N P + NPy +NoiNo;B) = N No; B (6.5-4)

while the correlator’s SNR is

SNR = Py P 2T

= 6.5-5
© Noy No; B ( :
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Fig. 6-18. An IF implementation of carrier arraying.

Note that, for IF carrier arraying, the bandwidth B is much narrower than
that used in FSC since the data spectrum is not employed. The signal combiner
performs the weighted sum of carrier signals c;(¢), giving the complex

combined carrier signal
L i[;:t4+0;(1)+AP,. ; (1)] i[w;t+0,(t)+Ad,;(1)]
p /1Oy ci JLOp; ci
c(t)=2ﬂ,~HPc,-e e ]+ n; (e’ """ (6.5-6)
i=1

Following Eqgs. (6.1-21) through (6.1-24), the average carrier power and the
variance of the combined complex carrier signal ¢ (¢) are, respectively,

L L L
5 R
Pc =Zﬂl Pcl +22ﬂiﬂ]\/PuchCcl]
i=1 i=1 j=1
i)
A (6.5-7)
=F, 27’;‘ +22?’i7’jccij
i=l i=1 j=I
izj
and
L
0. =BY BNy, (6.5-8)
i=l

where
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C. = E{e.i[Apr-,n(fk V=A@, i (g )]}

cij—
2 2
_ {e_(l/Z)[O'A% i +0'A¢(, jl ], l # j, O-i(bc | = 0 (65-9)
1, i=j
and
62, =1 (6.5-10)
Ade;j SNRCU )

To illustrate the results with a simple example, let P.; = P.;, Ny; = Ny, and

C
B; =1 for all antennas; then the signal and noise powers of the real process at
the output of the carrier combiner become, respectively,

—Giw /2

P.= PCI[L+ 2L-1)e F(L=2)(L—1)e “he (6.5-11)

2
GA(P,C =BLN01

resulting in a correlator SNR:

P
SNR, = —¢
GA¢,C
= L (6.5-12)
_ g.l[L +2(L—1)e "%<"> L (L-2)(L—1)e "2 ]
BLNy,
In an ideal scenario, Gi(p’ . —0and
P, L

SNR . igeal = ﬁ (6.5-13)

as expected. The combining degradation in dB for IF carrier arraying becomes

~Orpc /2

F(L-2)(L~Te M ]
L2

[L +2(L-1e
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Chapter 7
Arraying Combinations and Comparisons

7.1 Arraying Combinations

Besides the individual arraying schemes described in the previous chapters,
combinations of schemes can be implemented. In particular, SSC can be
enhanced with SA and with CA. Similarly, BC can be enhanced with SA and
with CA. FSC uses only one set of receiver, subcarrier, and symbol-tracking
loops, but, again, the performance of the receiver can be improved with SA.

A comparison of all schemes and arraying combinations is depicted in
Figs. 7-1 and 7-2, where the degradations of BC, SSC, FSC, SSC/SA/CA,
FSC/SA, BC/SA/CA, FSC/SA, SSC/CA, BC/SA, SSC/SA, and BC/CA are all
computed versus P/N,for a fixed A = 65.9 deg. These curves were computed
assuming B, = 0.1 mHz and B, = 135 kHz for the telemetry time-aligning
loop, T/B = 0.0008 s* for FSC, T/B =0.075 s* for CA (assumed at IF), and a
symbol rate of 34 symbols per second (s/s). From Fig. 7-1, it seems that the
three schemes with the least degradation at 20 dB-Hz are FSC/SA, BC/SA/CA,
and SSC/SA/CA. As mentioned before, the “x” denotes the point where carrier-
loop SNR has reached 8 dB and below which significant cycle slipping might
occur. Most schemes seem to maintain an 8-dB minimum carrier-loop SNR for
P/Ngas low as 20 dB-Hz, except for SSC and BC, which lose lock at roughly

24 dB-Hz, and BC/CA and SSC/CA, which require a P/N, = 21 dB-Hz. Recall

that the delay adjustment in FSC and FSC/SA was assumed to be perfect,
resulting in no degradation. More realistically, a 0.1-dB degradation should be
added and, hence, FSC/SA and BC/SA/CA seem to provide very similar
degradations.

73
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Fig. 7-1. Comparison of SSC, FSC, and FSC/SA with
BC, SSC/SA, CA, and BC/SA/CA.

For this particular case, FSC requires 216 seconds of integration time (for
T/B =0.0008 and B = 2 times 135 kHz), a rather unrealistic parameter. For a

shorter integration time (on the order of a few seconds), the correlator SNR
degrades significantly, and the differential phase cannot be estimated. The
bandwidth B can be reduced to pass only the first harmonic of the subcarrier,
but that still results in unrealistic integration times. The signal can be passed
through a matched filter that passes the subcarrier harmonics and the data
modulation but rejects the spectrum in between the harmonics. The effective
bandwidth of such a filter would be of the order of the symbol rate and, hence,
would result in shorter integration times as long as the subcarrier frequency is a
large multiple of the symbol rate [m >> 1 in Eq. (6.4-1)]. The drawback of such
a filter is that it is too specific to the signal of interest and needs to be modified
for each mission. Moreover, it might require frequency tuning to center the
signal in the band of interest. Another technique to reduce the bandwidth is to
correlate only the residual-carrier components in order to further shorten the
integration time. This is precisely the technique employed in carrier arraying,
when implemented at IF. It should be pointed out that even though the phase is
adjusted at IF, it can and should be estimated at baseband by mixing the
received IF from each antenna with a Doppler and a Doppler rate predict of the
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Fig. 7-2. Comparison of SSC, FSC, and FSC/SA with
BC/CA, BC/SA, and SSC/CA.

signal. The outputs of the mixers consist of a tone with a very low frequency
component that requires a very small bandwidth B prior to the correlation. With
T/B =0.075 and T = 3 s, B = 40 Hz, which requires the frequency predicts to
be correct to within £20 Hz. Even if the error is larger than £20 Hz, a fast
Fourier transform (FFT) can be used to reduce the frequency error at the output
of the mixers such that it lies well within B/2 Hz.

As seen from the above example, FSC/SA and BC/SA/CA provide the least
degradation and hence the best performance overall, but BC/SA/CA
accomplishes that with reasonable integration times. SA enhances the
performance in both cases because the carrier component is so weak due to the
high modulation index and relatively low received power. For signals with
stronger carriers, FSC and FSC/SA would provide similar degradations for all
practical purposes, as would BC/CA and BC/SA/CA. It is worth noting at this
point that FSC, as presented in this discussion, compensated for the signal
delays up front and then adjusted for the phases. This is the classical arraying
performed in radiometry. However, in BC/CA, CA is first employed to lock on
the signal (hence, a phase adjustment) and later delay compensation is
performed in the baseband assembly (BBA) to coherently add the data. The
latter, which is equivalent in performance to FSC (but with shorter integration
times), seems to be favored more by communication engineers, whereas FSC
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seems to be favored more by astronomers. The major difference between FSC
and BC/CA is the integration length required to estimate the differential phase.
BC/CA offers a significant advantage by requiring much shorter integration
times for spacecraft with very weak signals and a large subcarrier-to-data-rate
ratio.

In either FSC or BC/CA, atmospheric effects can be significant, especially
at higher frequencies and in the presence of thunderstorms. Figure 7-3 depicts
the relative phase along baseline “1-3” in the Very Large Array (VLA) on a
clear night and in the presence of thunderstorms. In the latter case, the
integration time 7 needs to be short to track the phase variation. The resulting
combining degradation can be 0.2 dB or even more depending on the scenario.

7.2 Numerical Examples

The results derived in Chapter 6 were applied to several existing deep-
space missions managed by the DSN in order to illustrate the differences in
combined symbol SNR performance. The missions considered were Pioneer 10,
Voyager II, and Magellan, reflecting weak, medium, and strong signals. As
expected, the weaker the signal, the harder it is to array the antennas. The
Galileo Mission is treated at greater length in Section 7.2.4, reflecting a weak
signal.

7.2.1 Pioneer 10

The signal received from Pioneer 10 represents the weakest signal. It is an
S-band signal with the following characteristic as of May 1990: symbol rate R;
= 32 sym/s, subcarrier frequency f; = 32768 Hz, and modulation index A =

120 T T T T T
1519-273, 18-deg Elevation, Phase on Baseline 1-3
60 -
=)
;8, 11/20/87 Clear Night
20 -
8
-60 | -
9/22/87 Thunderstorm
-120 | | | | |
0 1 2 3 4 5 6
Time (min)

Fig. 7-3. VLA thunderstorm data at 8.4 GHz.
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65.9 deg. The receiver is assumed to operate with the following parameters:
carrier bandwidth B.= 1.5 Hz (Block IV Receiver), By, =B,= 0.1 Hz for the

subcarrier- and symbol-tracking loops, B,= 0.1 mHz and B,= 135 kHz for the
telemetry time-aligning loop, 7/B = 0.075 for carrier arraying (B = 40 Hz and
T=35s),and T/B = 0.0008. For FSC, two cases are considered: a regular IF

filter (B = 2(135) kHz and 7= 216 s!) and a matched IF filter (B = 500 Hz and
T = 0.4 s). Two array configurations are considered: a 70-m and a 34-m STD
antenna array, which can provide 0.68-dB gain (over the 70-m antenna) in the
ideal case, and a two-70-m-antenna array (providing an ideal 3-dB gain). The
degradations for both arrays are shown in Tables 7-1(a) and 7-1(b),
respectively. The 20-dB-Hz signal represents the approximate level at the
master antenna—in this case, the 70-m antenna.

In the first array (70 m + STD 34 m), BC and SSC cannot operate due to
the inability of the STD 34-m antenna to maintain carrier lock. However,
BC/SA and SSC/SA can operate with an 8-dB loop SNR, which is the
minimum required to avoid cycle slipping. FSC/SA achieves the highest loop
SNR at 18.2 dB, followed by BC/SA/CA and SSC/SA/CA at 17.7 dB, and
followed finally by BC/SA, SSC/SA, and FSC at 11 dB. The smallest
degradations are obtained with FSC/SA and BC/SA/CA at about 0.53 dB. Note
that the combining loss of FSC at 0.19 dB can be reduced by integrating over
longer periods. In the two-70-m-antenna array, all schemes maintain lock as
expected, with the smallest degradation achieved by FSC/SA at 0.34 dB and the
largest achieved by BC at 0.81 dB. FSC/SA seems to be the “best” arraying
scheme for Pioneer 10, and the sideband aiding is essential in reducing the
degradation. Recall that the long integration time required in FSC/SA renders
the scheme impractical and, hence, BC/SA/CA is really the “best” scheme for
Pioneer 10.

7.2.2 Voyager ll

Unlike Pioneer 10, Voyager II can be tracked by all 34-m antennas. It
represents a medium signal in both received power and data rate. The X-band
signal processes the following characteristics: symbol rate = 43.2 s/s, subcarrier
frequency = 360 kHz, and A = 77 deg. The receivers are assumed to operate

with the following parameters: B, = 10 Hz for the carrier tracking, By, = B,,=

1.0 Hz for the subcarrier- and symbol-tracking loops, B,= 1 mHz and B,=
3.2 MHz for the telemetry time-aligning loop, 7/B = 0.075 for carrier arraying,
and 7/B=2.0 x 10" for FSC (B=3.2 MHz and T= 1.3 s).

Table 7-2(a) provides the degradations for all arraying schemes for a three-
element array of one HEF 34-m and two STD 34-m antennas. This array can
provide an ideal 3-dB gain over the HEF 34-m master antenna, with
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P/N,=39 dB-Hz. The second array also consists of three elements: one 70-m
antenna, one STD 34-m antenna, and one HEF 34-m antenna. Its performance
is shown in Table 7-2(b). The master in this case is the 70-m antenna with
P, /Ny, = 45 dB-Hz. This array can provide a maximum gain of 1.43 dB.
BC/SA, BC/CA, and BC/SA/CA can provide the least degradations if the
combining loss is maintained below 0.01 dB. On the other hand, FSC/SA
provides a better performance for a more realistic 0.07-dB IF degradation. For
all practical purposes, both FSC and BC/CA perform equally with realistic
integration times.

7.2.3 Magellan

The highest data rate signal is transmitted by Magellan at X-band with
537.6 ks/s, a 960-kHz subcarrier frequency, and a 78-deg modulation index.
Tables 7-3(a) and 7-3(b) provide the degradations for an array of one HEF
34-m antenna and one STD 34-m antenna (providing a 1.76-dB ideal gain over
the HEF 34-m master antenna) and another array of one 70-m antenna, one
HEF 34-m antenna, and one STD 34-m antenna (providing a 1.43-dB ideal gain
over the 70-m master antenna). The receivers are assumed to operate with B.=

30 Hz for the carrier tracking, B =B, = 3.0 Hz for the subcarrier- and
symbol-tracking loops, B,= 10 mHz and B,= 4.5 MHz for the telemetry time-

aligning loop, 7/B = 0.075 for carrier arraying, and 7/B = 107" for FSC. In this
case, all combining methods provide near-optimum performances for both
arrays.

7.2.4 Galileo

The FSC and CSC performance for different combinations of 70-m and
34-m antennas is compared here for the Galileo Mission. The IF signals in FSC
typically are transmitted to a central location before being combined and
demodulated using a single receiver. However, since the retransmission channel
is bandlimited, the most significant harmonics are brought to near baseband
before transmission and combining. Million et al. discuss this variation of the
FSC scheme in [1]. When the number of subcarrier harmonics present at the
combiner input is four, the energy lost is 0.22 dB. The retransmission of C