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Foreword

The challenge of communication in planetary exploration has been unusual.
The guidance and control of spacecraft depend on reliable communication.
Scientific data returned to earth are irreplaceable, or replaceable only at the cost
of another mission. In deep space, communications propagation is good, relative
to terrestrial communications, and there is an opportunity to press toward the
mathematical limit of microwave communication. Yet the limits must be
approached warily, with reliability as well as channel capacity in mind. Further,
the effects of small changes in the earth’s atmosphere and the interplanetary
plasma have small but important effects on propagation time and hence on the
measurement of distance.

Advances are almost incredible. Communication capability measured in
bits per second at a given range rose by a factor of 1018 in the 19 years from
Explorer I of 1958 to Voyager of 1977. This improvement was attained through
ingenious design based on the sort of penetrating analysis set forth in this book
by engineers who took part in a highly detailed and amazingly successful pro-
gram. Careful observation and analysis have told us much about limitations on
the accurate measurement of distance.

It is not easy to get busy people to tell others clearly and in detail how
they have solved important problems. Joseph H. Yuen and the other contribu-
tors to this book are to be commended for the time and care they have devoted
to explicating one vital aspect of a great adventure of mankind.

John R. Pierce
July 1982






Preface

A vital, often predominant function in every space mission is that of commu-
nications. From the moment of launch, the only connection between spacecraft
and earth is the communications system. This system is responsible for sending
scientific data back to earth in the specified quality and quantity together with
engineering data reporting the condition of the spacecraft. The communications
system also provides the capability of tracking the spacecraft and commanding it
to take certain actions. Without an effective communications system a success-
ful mission would not be possible.

To appreciate the challenge that one faces in designing such systems for
planetary exploration, one must consider the enormous distances that are
involved. Voyager spacecraft, for example, are now more than one billion miles
from earth, tens of thousands of times farther than the most distant communi-
cations satellite, and continue to transmit data and respond to commands.

The necessity of minimizing spacecraft weight presents a major problem to
communications systems designers. The far-reaching implications of spacecraft
weight become apparent as the designer considers the problems of providing
power supply, antennas, and other necessary devices and supporting elements.

Another important challenge is the extreme reliability required of the com-
munications system on the spacecraft. Once the spacecraft is launched, on-board
failures can no longer be repaired except by use of redundant systems. System
degradation due to aging, imperfect antenna pointing, or imperfect trajectories
can be expected; and the designer must know how much degradation to expect
from each case and must design the equipment, the operations, and the proce-
dures of data analysis accordingly. The telecommunications engineer works with
the most precise and advanced techniques of the engineering world.



Since the launch in 1958 of Explorer I, the first free-world satellite, there
has been substantial progress in improving communications capability. The fol-
lowing figure illustrates the communications capability in terms of data bits per
second sent back to earth. Each space mission has led to new telecommunica-
tions designs, and the major factors contributing to improvements are indicated
in the figure. In order to give a fair comparison, performance has been normal-
ized relative to the distance from earth to Jupiter, and at a bit error probability
of 5 X 1073, This is, in effect, comparing the past 25 years of spacecraft trans-
mission and receiving system capability with today’s Voyager capability. The
Voyager capability is 115.2 kbits per second at Jupiter range. Explorer I had a
capability of about 10713 bits per second at Jupiter range. Thus communica-
tions capability has been improved by a billion billion times, i.e., by 1018, Had
Explorer I been used to send pictures from Jupiter, it would have taken millions
of years to send just one.

Even though substantial progress has been made in the last 25 years, space
exploration is still in its infancy. There has been no exploration beyond the solar
system. There are numerous galaxies and billions of stars to investigate. Bigger
and tougher challenges are still ahead; more exciting times are yet to come.
These challenges will undoubtedly call for more advanced telecommunications
systems to transmit information to and from deep space. Telecommunications
technology is still in its infancy.

Through the years, a number of telecommunications design techniques, pro-
cedures, and analyses contributing to the success of deep space exploration
missions have been developed and applied. The purpose of this book is to pro-
vide descriptive and analytical information useful for the optimum design,
specification, and performance evaluation of deep space telecommunications
systems. The book emphasizes system performance information. Long, tedious
derivations are not included. The book should serve to acquaint new telecom-
munications engineers with the techniques available to them and should summa-
rize for the experienced engineers the analyses and information necessary for
their work. It also provides a background for understanding the interface
between the Deep Space Network and the spacecraft and is intended to facilitate
the conceptual designs and analyses for the enhancement of telecommunications
performance and assurance of compatibility between spacecraft and ground
system capabilities.

The book, which was started more than one and a half years ago, was origi-
nally intended to be an update of the widely used Telecommunications Systems
Design Techniques Handbook, edited by R. E. Edelson, and published on
July 15, 1972, by the Jet Propulsion Laboratory. However, owing to advancing
communications technology, it became apparent that a total rewrite was
necessary.



1A

DATA RATE, bps

9 )

|49

10 ! r~7rr 7 i1 71T 7P Tt
108 |~  s/c: SPACECRAFT 3.6-m ANTENNA (S/C) —
, G : GROUND CONCATENATED CODING (G AND S/C)
L p—
10 20-W TRANSMITTER X-BAND (S/C)
6 [ _
1
° 115.2 kbps
10° —_—————— — — — —
ANTENNA IMPROVEMENT (S/C)
10% - ANTENNA SURFACE X-BAND MASER (G) —
5 TOLERANCE REDUCTION (G X-BAND (G AND S/C)
10° INTERFPLEX AND IMPROVED CODING ]
102 |- BIT ERROR PROBABILITY: (G AND s/C) |
5x 103 20-W S-BAND TRANSMITTER (S/C) CODING (G AND S/C)
1
— X EDUCTION (G —
10 COMMUNICATION RANGE: K -WAVE NOISE REDUC (@)
100 — JUPITER TO EARTH 64-m ANTENNA (G) -
1 10-W S.BAND TRANSMITTER (S/C) ]
107 -
1072 |- MASER (G) —
_3 LOWER RECEIVER NOISE (S/C) a
1o 3-W TRANSMITTER, 1.2-m ANTENNA (S/C) K
—a4 N _
1074 &
& > )
_ S A _
- & I I S Ll e
~ s '3 'S
s ¢ e &rd & ¢ T N &
LI v ¢ T g XS N N & \§ |m
Ffe§s & 88§ ¢ E
10 MH2 SIS FF S S S Rnd N N
10~ 13 i (S T T N M U T O SV N S W S T G
1958 60 62 64 66 68 70 72 74 76 78 80

CALENDAR YEAR

Profile of deep space telemetry capability



Chapter 1 herein presents an overview of telecommunications systems. For
design control, a statistical approach to predict telecommunications link perfor-
mance and to assess its uncertainty is described. Chapter 2 reviews power spec-
tral density of a class of digital modulations. The required transmission band-
width is directly related to the power spectral density of the signaling scheme or
modulation technique employed. The bandwidth required to transmit the
chosen modulation and the ratio of energy-per-bit to noise spectral density are
the two important factors in evaluating the efficiency of any communication
system. Chapter 3 summarizes the basic fundamentals of phase-locked loop and
Costas loop receivers used for synchronization, tracking, and demodulation of
phase-coherent signals in residual carrier and suppressed carrier systems. Chap-
ter 4 describes the radio tracking system used in deep space exploration. The
radio tracking system provides radio reference carriers which are used for telem-
etry and command. It also performs radiometric functions in which information
is obtained on spacecraft position and the radio propagation medium. Chapter 5
treats the telemetry system, whose function is to transmit information signals
from spacecraft to ground receiver. Demodulation and decoding techniques are
discussed. Practical system performances of various schemes are presented. Chap-
ter 6 discusses the command system, whose function is to enable commands to
be sent to the spacecraft. Chapter 7 describes the spacecraft radio frequency sub-
system, which is a vital component for the three telecommunications functions
of tracking, telemetry, and command. Chapter 8 examines spacecraft antennas.
Chapter 9 outlines a model which combines the statistical description of tele-
communication link performance with a statistical description of weather
effects. Chapter 10 documents the computer software used for telecommunica-
tions performance analysis and monitoring. Software automation is crucial to
deep space mission operation. Chapter 11 deals with the selection of radio signal
frequencies to avoid interference from other spacecraft and other terrestrial
sources. Chapter 12 presents the basic telecommunications interface properties
of two new important interfaces: between spacecraft and the space shuttle and
between spacecraft and the Tracking and Data Relay Satellite System.

Although this book is intended to be comprehensive, it cannot be. Improve-
ments and innovations in deep space telecommunications are ongoing, but
books have a stopping place. Also many important allied topics have been
omitted to limit scope and size. Among the prominent omissions are space-
craft design, ground communication network, and mission control and com-
munication facilities. As editor, I have tried to keep each chapter in perspective
and to allocate to it the appropriate amount of space. However, individual
authors with different specialties and backgrounds have different opinions and
styles of presentation.

All the contributors to this book are with the Telecommunications Science
and Engineering Division of the Jet Propulsion Laboratory, California Institute
of Technology, with the exception of James C. Springett, who is a consultant



from Neocomm Systems, Inc. These individuals are active practitioners in their
particular fields of endeavor. 1 am fortunate to have had their support and
contributions. Some contributors have spent considerable amounts of their
own time at night and on weekends to participate. Their professional attitudes
have my highest respect and deepest appreciation. One individual who deserves
special mention is Peter W. Kinman. Without his assistance, this book probably
would not have been completed at this time.

Over the years, I have benefited from technical discussions and informal
conversations with many friends, too numerous to list, for which I am grate-
ful. T especially want to acknowledge Richard P. Mathison, William J. Weber,
Lawrence L. Rauch, Edward C. Posner, James W. Layland, and Robert E. Edelson.
I also want to thank Shirley A. Prather, who typed most of the manuscript of
this book — some of the chapters several times.

Last, but definitely not least, I want to express my gratitude for the pro-
grammatic support and encouragement provided by Hugh S. Fosque of NASA
Headquarters and Joel G. Smith and Catherine L. Thornton of the Jet Propul-
sion Laboratory, California Institute of Technology.

Joseph H. Yuen
Pasadena, California
July 1982
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Chapter 1
Telecommunications Systems Design

Joseph H. Yuen

1.1 Introduction

Deep space telecommunications systems are used for the transmission of
information between a spacecraft and a ground station. A typical deep space tele-
communications system is illustrated in Fig. 1-1. It performs three basic functions:
telemetry, command, and tracking.

The telemetry function involves the transmission of information from a space-
craft to earth. This information usually consists of science data, engineering data,
and imaging data. Science data convey information gained from scientific experi-
ments onboard the spacecraft. These data are moderate in volume but very valu-
able, with stringent quality and transmission accuracy requirements. Engineering
data report the status of spacecraft instruments and systems. These data are low
in volume and need to be of only moderate quality. Imaging data are of high
volume. Because of the redundancy present in planetary scenes, imaging data
need be of only moderate quality.

The command function involves the transmission of information from the
ground to the spacecraft. Although spacecraft are designed with a high degree of
automation and preprogrammed adaptabilities, command is needed to control
spacecraft functions, to direct the spacecraft to take specified actions, with
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specified parameters, at a definite time—for example, to change flight path. The
command link is characterized by a low data rate and a relatively low volume
of data of extremely high quality to assure a minimum of errors of transmission
to avoid misinterpretation of commands.

Tracking yields information on spacecraft position and velocity, the radio
propagation medium, and the properties of the solar system, thus enabling
trajectory monitoring and spacecraft navigation. In their passage through space,
the signals transiting between spacecraft and ground station are altered by the
medium through which they travel, by gravity, and by the relative velocity of
the spacecraft and ground stations. Further, the signals are delayed substantially
over these very long paths. By extremely accurate measurements of the radio
signal characteristics, the position of the spacecraft, its velocity, and its accel-
eration can be determined. Simultaneously, important information is gained on
the structure, composition, and temperature of the atmosphere of a body that
may occult the signal, on the plasma state along the signal path, and on plane-
tary and solar gravitational fields. Thus the process of transmitting radio signals
to and from a cooperative spacecraft can allow us to navigate the spacecraft to
its destination, measure properties of the gas and plasma in the signal path, and
determine gravitational and relativistic effects. These tracking data are charac-
terized by a very low rate, a need for long-term stability, extreme accuracy of
measurement, and by the extent of data processing required to turn the signal
into information.

The performance of these three functions—telemetry, command, and tracking—
depends on the amount of signal that is present relative to the noisy environment
in which the signal must be detected, i.e., a ratio of signal-to-noise strength, and
the degree of efficiency with which this signal-to-noise ratio is used. Hence, to
achieve best possible performance, we must design the telecommunication sys-
tem which gives the highest signal power, lowest amount of noise, and most
efficient use of signal-to-noise ratio, within constraints such as spacecraft weight,
size, and cost.

Let us illustrate these points quantitatively by considering the telemetry link.
To begin with, it is important to understand that interplanetary space is essen-
tially the same as free space as far as the propagation of microwave signals is
concerned. In the absence of weather effects, the earth’s atmosphere is almost
completely transparent at 2.3 GHz (S-band) and 8.4 GHz (X-band), which are
the frequencies being used for deep space telecommunications. Therefore, the
calculation of received signal strength is a geometrical problem. Let the space-
craft transmitted power be P, at distance r from the receiver on earth. If the
power were radiated isotropically, the power flux density at the receiver p would
be the transmitted power divided by the area of a sphere of radius r. The actual
flux density is increased by a factor equal to the gain of the transmitting antenna,
Gr. Thus, [1-1], ’



(1.1-1)

where 4nr2 is the area of a sphere of radius 7. The received signal level Py is
obtained by multiplying the flux density at the receiver by the area of the
receiving antenna A4, times the receiving antenna efficiency y; i.e.,

Pp = puAd, (1.1-2)

The received power Pp can be increased by three actions. First, the trans-
mitted power Py can be increased. This, of course, has system repercussions.
Even though the spacecraft-transmitted power is typically only 20 watts, which
is less than a dim desk lamp, the input power required to generate it represents a
substantial fraction of the total power available on the spacecraft. Second, the
transmitting antenna gain G, can be increased to focus the transmitted power
more intensely on the receiving antenna. Better focusing requires a larger space-
craft antenna (within limits of size and weight constraints) and the ability to aim
the resulting narrow beam. Third, the receiving antenna area can be increased to
collect as much of the incoming signal power as possible.

Consider the Voyager spacecraft,! for the transmitting frequency of 8.4 GHz,
where the transmitted power P is 21.3 W, the transmitting antenna gain G is
6.5 X 10% (unitless), and the distance from Jupiter to Earth is 6.8 X 101! m,
Thus, by using (1.1-1), we find the power flux density at the receiving antenna p
to be

p = 2.383X 107 W/m? (1.1-3)

which is a very small number indeed because of the large distance involved. This
is a measure of how much the transmitted power spreads in the 6.8 X 101!
meters. We want to recover some of this with as large a receiving antenna as
possible. The largest antenna that NASA has is a 64-m-diameter dish (i.e.,
Ap =3.2 X 103 m?) which has an efficiency of 42%. The received signal power
is obtained by using (1.1-2) with (1.1-3),

P, =305X107°W (1.1-4)

!Voyager is a NASA deep space mission with two spacecraft launched in 1977. Both reached
Jupiter in 1979. Voyager 1 arrived at Saturn in late 1980, and Voyager 2 in the summer of
1981. Voyager 2 will encounter Uranus in 1986 and Neptune in 1989.



This is again a very small number. The ability to communicate depends not on
the signal strength alone, but on the signal-to-noise ratio and, further, on how
efficiently this signal-to-noise ratio is being used.

The reception process introduces most of the noise that corrupts the receiving
signal. Every object radiates energy at radio frequencies. The omnipresent 2.7
kelvin thermal background of the universe produces a radio noise that is an
important fraction of the signal power that we are able to supply to the ground
receiving antenna. The deep space network (DSN) of NASA employs cryogeni-
cally cooled maser amplifiers, so that the total system noise power corrupting
the received signal is very low. In typical operation condition, at 8.4 GHz, the
DSN station receiving system equivalent noise temperature is 28.5 K. The noise
spectral density is, [1-1],

N, = kT (1.1-5)

where k is Boltzmann’s constant = 1.38 X 10720 mW/K Hz, and T is the system
equivalent noise temperature = 28.5 K. Thus,

N, = 3933X 107 W/Hz (1.1-6)

There are also other losses in the entire link such as circuit losses and antenna
pointing losses, etc., other than that due to distance. For the Voyager telemetry
link under consideration, the total loss is L =0.7 (unitless). Therefore, the
received signal-power-to-noise-spectral-density ratio, when this loss L is taken
into account, is

P L
—— = 5.428 X 10° Hz (1.1-D

R

No
How efficiently this signal-power-to-noise-spectral-density ratio is being used
determines the ultimate telemetry capability. And it is the choice of modulation
and coding methods that determines the efficiency with which this signal-to-noise
ratio is used (see chapter 5). For Voyager imaging data, the acceptable telemetry
data quality has a bit error probability of 5 X 1073 [1-2]. Voyager uses PCM/
PSK/PM modulation and convolutional code with Viterbi decoding, which
requires a received signal-power-to-noise-spectral-density ratio of 2.05 X 105 Hz
for a data rate of 115.2 kilobits per second. Comparing this with (1.1-7), we see
that there is a small margin to cover uncertainties. This emphasizes the extreme
attention which must be paid to link parameter tolerances throughout the
system.




Before turning to chapters 2 through 12, which deal with various aspects of
deep space telecommunications, we formalize the link design procedure and its
performance uncertainty assessment technique.

1.2 Telecommunications Link Analysis

The performance of a telecommunications system depends on numerous link
parameters. Advanced modulation techniques, coding schemes, modern antennas
and transmitters, etc., all improve communication efficiency in their own ways.
When it comes to designing the entire communications system, communications
engineers put all the components or subsystems together and determine system
performance capability. In this section the signal-to-noise-spectral-density ratios
(SNRs) that characterize telecommunications performance are defined in terms
of the link parameters.

1.2.1 Received Power

General equations used for performance computation are derived from the
basic equations of communications in the medium between transmitting and
receiving systems [1-1]. The first step in link analysis is to calculate the received
signal power. Received power Py is computed by the following equation:

Po = PrlyGrlpplgl, Lplypp,Gply (1.2-1)

where Py is the received signal power at the input to the receiver or preampli-
fier, P is the total transmitted power at antenna terminals, L is the transmit-
ting circuit loss between transmitting antenna terminals and radio case due to
cabling, G is the transmitting antenna gain, L, is the pointing loss of the
transmitting antenna, Lg is the space loss, L, is the atmospheric attenuation,
Lp is the polarization loss between transmitting and receiving antennas due to
mismatch in polarization patterns, Ly, is the pointing loss of the receiving
antenna, G is the receiving antenna gain, and Ly is the receiving circuit loss
between receiving antenna and receiver due to cabling. Equation (1.2-1) consists
of a large number of parameters in product form. Different types of commu-
nications links have different components but the form of (1.2-1) remains
unchanged.

The space loss, or numerical ratio of received power to transmitted power
between two antennas, is given by

A 2
LS = (m) (12-2)

where A is the wavelength of radio signal and r is the distance between space-
craft and ground antennas.




The transmitting antenna gain G, can be related to the effective antenna
aperture A as

Gy = (1.2-3)

where A is the wavelength of radio signal. The effective antenna aperture 4 is
related to the actual antenna aperture 4, by the relations

A, = uAd

r (1.2-4)

t

where u is the antenna efficiency factor. The receiving antenna gain is similarly
defined (see chapter 8 for more detailed discussions).

Some of the parameters in (1.2-1) are not defined in exactly the same way on
all projects. For example, the transmitting circuit loss L, is sometimes accounted
for by decreasing the effective transmit antenna gain and/or by decreasing the
effective transmitted power, obviating L. Also, the atmospheric attenuation
(for clear, dry weather) is ordinarily accounted for in the ground antenna gain.
No matter what the precise definitions are, it must account for the entire tele-
communications link.

The received power is referenced to some point in the receiving circuit. Of
course, the choice of reference point affects L. On the uplink (from ground
to spacecraft), the point of reference is usually the input port of the spacecraft
transponder. On the downlink (from spacecraft to ground), the point of refer-
ence is the input to the maser amplifier. Whatever the reference, the noise
equivalent temperature of the receiving system must be referenced to that same
point if signal-to-noise ratios are to be computed correctly.

1.2.2 Noise Spectral Density

The noise for an uplink is dominantly thermal. For the downlink, thermal
noise is abetted by random radiation picked up by the ground antenna. This ran-
dom radiation includes that from the atmosphere, hot bodies in the field of view
of the antenna, the 2.7 K cosmic background, and that portion of the ground
seen by antenna sidelobes.

It is assumed that the receiving system noise has uniform spectral density in
the frequency band containing the signal. The one-sided noise spectral density
N, (in units of watts/hertz) is defined as

N, = kT (1.2-5)




where k is Boltzmann’s constant = 1.380 X 1023 J/K, & = 10 log k = -198.6
dBm/(Hz K), and T is the system equivalent noise temperature. Equation (1.2-5)
is valid since microwave frequency signals are currently being used for deep
space telecommunications. For signals in other frequency regions, such as in
optical frequencies, different expressions should be used [1-1].

1.2.3 Carrier Performance Margin

Carrier performance margin or simply carrier margin M, on either uplink or
downlink is defined as

P

= < =
M, A (1.2-6)

where P, = portion of received power in the residual carrier, and B; , = one-
sided threshold loop noise bandwidth. Here, P, is calculated from P, using
the modulation indices of the link and depends on the type of modulation used
(see chapter 5).

The above definition of carrier margin was chosen because a phase-locked
loop receiver loses lock when P, drops below 2 B, , N, watts (see chapter 3).
Thus, P, =2 B; , N, defines carrier threshold. M, is calculated as

M, =P -2B,,-N, (1277

and represents the number of decibels the received residual carrier is above
carrier threshold. Another popular name for M, is carrier SNR in 2 B; . How-
ever, this is a misnomer since B, N,, not 2 B; , N, is the noise power in a
thresholding loop. So carrier SNR in 2 B}, equals one-half the carrier signal-to-
noise ratio in a thresholding loop.

The minimum acceptable carrier margin, in general, is not O dB. For swept
acquisition of the uplink, the minimum useful P, is in the neighborhood of
20 By, N, watts. That is, the minimum useful carrier margin is about 10 dB.
For the downlink, the DSN recommends that carrier margin be at least 10 dB.
Furthermore, carrier margins for two-way doppler may need to be larger than
10 dB, depending on required radiometric accuracies.

1.2.4 Telemetry and Command Performance Margins
For both telemetry and command,

S

RN,

ST/N,, to receiver = (1.2-8)




where S is the portion of received power in the data modulation sidebands,
and R is the data bit rate. Here S is calculated from P, using the modulation
indices of the link. The parameter ST/N,, to receiver is sometimes denoted by
E, [N,, which is the signal energy per bit to noise spectral density ratio. And

ST/N, output = [ST/N,, to receiver ] L (1.2-9)

system

where L is the system losses. Threshold ST/N,, is defined by the bit error

system

probability required of a link.

The bottom line of a telemetry or command link analysis is the performance
margin. In dB,

performance margin = ST/N  output - threshold ST/N,,  (1.2-10)

1.2.5 Ranging Performance Margin

The ranging channel involves transmitting a ranging modulation or code
from the DSN to the spacecraft, where it is demodulated and then, together
with receiver noise, is used to modulate the downlink from the spacecraft to
the DSN (see Chapter 4). The ranging signal-to-noise ratio at the spacecraft is

Py /1)

BR NO(u/I)

ranging input SNR = (1.2-11)

where Pp, ;y is the portion of received uplink power in the ranging modulation
sidebands, Noqun 18 the uplink (i.e., one-sided noise spectral density of the
spacecraft receiver), and By is the one-sided noise bandwidth of the transponder
ranging channel. Here Py, is calculated from the uplink Py using the modula-
tion indices of the uplink. The ranging signal-to-noise-spectral-density ratio
returned to the DSN is

PR (d/n)

received SNR =
N o(d/n)

(1.2-12)

where Pp ;) is the portion of received downlink power in the ranging modula-
tion sidebands, and Ny, is the downlink one-sided noise spectral density.
Here, Pg gy is a function not only of the downlink Py and the downlink mod-
ulation indices but also of ranging input SNR. This is because ranging is a turn-
around channel. Some of the modulation sidebands on the downlink are turn-
around noise sidebands.




output SNR = [received SNR] L (1.2-13)

radio

where L, ;. is the radio loss of ranging system. The value of the required SNR
is specified by required radiometric accuracies and desired integration time (see
chapter 4).

The bottom line of a ranging link analysis is the performance margin, in dB,

ranging performance margin = output SNR - required SNR (1.2-14)

1.3 Telecommunications Design Control

We have seen in Section 1.1, using the telemetry link of Voyager as an exam-
ple, that there is only a small margin to cover uncertainties. Indeed, a small
number of decibels is usually all that separates an inadequate link design from a
costly overdesign. This emphasizes the extreme attention which must be paid to
performance prediction for deep space telecommunications systems.

If all link parameters were constant and precisely known to the telecommuni-
cations engineer, a simple accounting of the link parameters could predict
performance. The real world is not so accommodating, however. Some link
parameters vary with spacecraft environment, others with ground station param-
eters and the communications channel conditions. Some are associated with
link components which have manufacturing tolerances.

In the early days of space exploration, engineers had little data and were
relatively inexperienced in designing deep space telecommunications systems.
Hence they tended to be very conservative. And a deterministic worst-case
criterion [1-3] was used to assure sufficient link margins in guarding against
uncertainties. Experience over many lunar and planetary flight projects has
demonstrated that this approach is practical from the point of view of engineer-
ing and management [1-3, 14, 1-5]. The major disadvantage of this determin-
istic worst-case criterion is that it provides no information about the likelihood
of achieving a particular design value. Hence cost tradeoff and risk assessment
cannot be done quantitatively.

Over the years, more experience was gained in deep space telecommunica-
tions systems design. A statistical technique has evolved for treating telecom-
munications performance statistically [1-6] [1-7], removing the major disad-
vantages of the deterministic approach while preserving its advantages. Since
1975 this statistical technique has been used in the design of deep space tele-
communications systems. It is described in this section.
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1.3.1 Design Control Tables

The communication link margin is computed using an equation of the follow-
ing form:

YEPY, Ve (1.3-1)

where y;, i = 1, 2, -+, K are parameters of the communication link such as
in (1.2-1) and (1.2-6). This equation is presented in its general form, without
its detail components. Different types of communications links have different
components but the form of this equation remains unchanged.

The overall telecommunication system consists of a large number of param-
eters in product form. Hence, expressed in the dB domain, it becomes a sum of
these parameters;i.e.,

X =X hx, (1.32)
where
x = 10log, v (1.3-3)
and
x, = 10log, ¥, , i=1,2,---, K (1.3-4)

In managing the system design, it is most convenient to put this in tabular
form with these parameters as entries. This table is referred to as a design control
table (DCT). All of the factors that contribute to system performance are listed
in the order that one would find in tracing a signal through the system. As
examples, sample DCTs of the telemetry, command and ranging links of Galileo®
are shown in Tables 1-1 through 1-3.

To every parameter in a DCT a design value, along with its favorable and
adverse tolerances, is assigned by designers. These tolerances are used not as a
hidden safety margin of each parameter; rather, they reflect probable uncer-
tainties, including measurement tolerance, manufacturing tolerance, environ-
ment tolerance, drift and aging of elements, parameter modeling errors, etc.
The table readily indicates the parameters with the largest tolerances — hence
the areas where more knowledge and hardware improvement might be most
profitable.

2Galileo is a deep space mission, to be launched in 1985, sending a spacecraft to orbit
Jupiter, with a probe descending into Jupiter’s atmosphere.
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Table 1-1. Sample telemetry link design control table of Galileo

Favorable

Adverse

Design Mean Variance
tolerance tolerance
Transmitter parameters
(1) RF power to antenna, dBm 40.5 0.24
Transmitter power, dBm 40.60 1.00 -1.40 40.5 0.24
Transmitter circuit loss, dB 0.00 0.00 0.00 0.00 0.00
(2) Antenna circuit loss, dB -0.20 0.10 -0.10 -0.2 0.00
(3) Antenna gain, dBi 50.10 0.50 -0.90 50.0 0.08
Cone angle = 0.48 deg
(4) Pointing loss, dB -0.81 0.71 -2.00 -1.2 0.33
Path parameters
(5) Space loss, dB -290.54 -290.5 0.00
Frequency = 8420.43 MHz
Range =9.529+08 km
=6.37 AU
(6) Atmospheric attenuation, dB 0.00 0.00 0.00 0.00 0.00
Weather 50%
Receiver parameters
(7) Polarization loss, dB -0.04 0.04 -0.04
(8) Antenna gain, dBi 71.75 0.60 -0.60 71.7 0.12
(9) Pointing loss, dB 0.00 0.00 -0.10
(10) Noise spectral density,
dBm/Hz -184.40 -0.53 0.47 -184.4 0.03
Total system noise
temperature, K 26.30 -3.01 3.00
Top (zenith), K 20.00 -3.00 3.00
Delta Top (elev angle), K 6.30 -0.20 0.10
Delta Top (clouds), K 0.00 0.00 0.00
Hot body noise, K 0.00 0.00 0.00
Elev angle = 25.00 deg
(11) 2-sided threshold loop
noise bandwidth, dB-Hz 10.00 -0.46 0.41 10.0 0.03
Power summary
(12) Received power, £7, dBm -129.8 0.78
(1+2+3+4+5+6+7+8+9)
(13) Received Pp/N, dB-Hz 54.6 0.81
(12 -10)
(14) Carrier supp by ranging
chan, dB -0.20 0.10 -0.10 -0.2 0.00
(15) Carrier supp by telemetry
mod, dB -15.21 0.52 -0.56 -15.2 0.05
(16) Carrier power/total
power, dB (14+15) -15.4 0.05
(17) Received carrier power, dBm -145.3 0.83
(12 +16)
(18) Carrier margin, dB 29.2 0.80
17 -10-11) 30 = 281
12




Table 1-1 (contd)

Favorable

Adverse

Design tolerance tolerance Mean  Variance
Data channel performance
(19) Data bit rate, dB 51.28 0.00 0.00 51.3 0.00
Bit rate = 134400.0 BPS
(20) Data power/total power,dB  -0.33 0.12 -0.12 -0.3 0.00
TLM Mod Index = 80.0 deg
Supp by rng chan = -0.2 dB
(21) Data power to receiver, dBm -130.2 0.78
12 +20)
(22) ST/Ny to receiver, dB 3.0 0.81
21-19-10)
(23) System losses, dB -0.43 0.30 -0.30 -0.4 0.02
Radio loss, dB
Demod, detection loss, dB
Waveform distortion loss, dB
(24) ST/Ng output, dB 2.5 0.83
(22 +23)
(25) Threshold ST/Ng, dB 2.31 0.00 0.00 2.3 0.00
(26) Performance margin, dB 0.2 0.83
(24 - 25)
(27) Array performance
increase, dB 2.6 0.05
(28) Arrayed ST/Ny, dB 5.1 0.88
24 +27)
(29) Arrayed performance
margin, dB 2.8 0.88
(26 +27) 30 2.72

Table 1-2. Sample command link design control table of Galileo

Favorable

Adverse

Design Mean  Variance
tolerance tolerance
Transmitter parameters
(1) RF power, dBm 80.00 0.50 -0.50 80.0 0.04
Power output = 100.0 kw
Transmitter circuit loss, dB 0.00 0.00 0.00 0.00 0.00
(2) Antenna gain, dBi 60.65 0.30 -0.70 60.4 0.08
Elevation angle = 25 deg
(3) Pointing loss, dB 0.00 0.00 -0.10
Path parameters
(4) Space loss, dB -278.54 -278.5 0.00
Frequency = 2114.68 MHz
Range =9.529+08 km
=6.37 AU
(5) Atmospheric attenuation, dB ~0.03 0.00 0.00 -0.0 0.00
Weather 90%
13



Table 1-2 (contd)

Favorable

Adverse

Design tolerance tolerance Mean  Variance
Receiver parameters
(6) Polarization loss, dB -0.26 0.21 -0.28
(7) Antenna gain, dBi 6.59 2.08 -2.09 6.3 0.73
Cone angle = 0.48 deg
(8) Pointing loss, dB 0.00 0.00 0.00 0.0 0.00
(9) Receiver circuit loss, dB -2.00 0.40 -0.50 -2.0 0.07
(10) Noise spectral density,
dBm/Hz -167.68 -0.35 0.86 -167.4 0.04
Operating temp, K 1235.00 -95.00 270.00
Hot body noise, K 0.00 0.00 0.00
(11) 2-sided threshold loop,
noise bandwidth, dB-Hz 12.00 -0.70 0.60 12.0 0.07
Power summary
(12) Received power, Pp, dBm -133.8 093
(1+2+3+4+45+6+7+8+9)
(13) Received Pp/N, dB-Hz 33.6 0.97
(12 -10)
(14) Carrier suppression by
ranging mod, dB 0.00 0.00 0.00 0.00 0.00
(15) Carrier suppression by
command mod, dB -4.02 0.27 -0.29 -4.0 0.01
(16) Carrier power/total
power, dB -4.0 0.01
(14 +15)
(17) Received carrier power, dBm -137.9 0.94
(12 + 16)
(18) Carrier margin, dB 17.6 1.05
17-10-11) 30 3.08
Data channel performance
(19) Data bit rate, dB 15.05 0.00 0.00 15.1 0.00
Bit rate = 32.0 bps
(20) Data power/total power,dB  -2.19 0.18 -0.19 -2.2 0.01
Command mod index =
51.0 deg
Suppression by ranging
mod =0.0dB
(21) Data power to receiver, dBm -136.0 0.93
(12 +20)
(22) ST/N to receiver, dB 16.3 0.97
21-19-10)
(23) System losses, dB -2.40 0.50 -0.50 -2.4 0.4
Radio loss, dB
Demod, detection loss, dB
Waveform distortion, dB
(24) ST/Ng output, dB 13.9 1.02
(22 +23)
(25) Threshold ST/Ng, dB 9.59 0.00 0.00 9.6 0.00
(26) Performance margin, dB 4.4 1.02
(24 - 25) 30 3.02
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Table 1-3. Sample ranging channel design control table of Galileo

Design Favorable Adverse Mean  Variance
tolerance tolerance
Transmitter parameters
(1) RF power, dBm 73.00 0.50 -0.50 73.0 0.04
Power output = 20.0 kw
Transmitter circuit loss, dB 0.00 0.00 0.00 0.0 0.00
(2) Antenna gain, dBi 55.30 0.30 -0.70 55.1 0.08
Elevation angle = 25.00 deg
(3) Pointing loss, dB 0.00 0.00 -0.10
Path parameters
(4) Space loss, dB -278.54 -278.5 0.00
Frequency =2114.68 MHz
Range =9.529+08 km
=6.37 AU
(5) Atmospheric attenuation, dB -0.03 0.00 0.00 -0.0 0.00
Weather 90%
Receiver parameters
(6) Polarization loss, dB -4.25 1.22 -1.55
(7) Antenna gain, dBi 36.40 0.60 -0.80 32.0 0.40
Cone angle = 0.48 deg
(8) Pointing loss, dB -0.18 0.18 -0.07 -0.1 0.00
(9) Receiver circuit loss, dB -2.00 0.40 -0.50 -2.0 0.07
(10) Noise spectral density,
dBm/Hz -167.81 -0.22 0.78 -167.5 0.03
Operating temperature, K 1200.00 -60.00 235.00
Hot body noise, K 0.00 0.00 0.00
(11) 2-sided threshold loop
Noise bandwidth, dB-Hz 12.20 -0.70 0.60 12.2 0.07
Power Summary
(12) Received power, P, dBm -120.6 0.60
(142+3+4+5+6+7+8+9)
(13) Received Pp/Ng, dB-Hz 46.9 0.63
(12 -10)
(14) Carrier suppression by
ranging mod, dB -3.01 0.22 -0.23 -3.0 0.01
(15) Carrier suppression by
command mod, dB -0.54 0.04 -0.05 -0.5 0.00
(16) Carrier power/total
power, dB (14+15) -3.6 0.01
(17) Reccived carrier power, dBm -124.2 0.61
(12 + 16)
(18) Carrier margin, dB 31.2 0.71
(17-10-11) 200 = 161

15




Table 1-3 (contd)

Design Favorable Adverse Mean Variance
tolerance tolerance
Transmitter parameters
(1) RF power to antenna, dBm 40.5 0.24
Transmitter power, dBm 40.60 1.00 ~1.40 40.5 0.24
Transmitter circuit loss, dB 0.00 0.00 0.00 0.00 0.00
(2) Antenna circuit loss, dB -0.20 0.10 -0.10 -0.2 0.00
(3) Antenna gain, dBi 50.10 0.50 -0.90 50.0 0.08
Cone angle = 0.48 deg
(4) Pointing loss, dB -0.81 0.71 -2.00 ~1.2 0.33
Path parameters
(5) Space loss, dB -290.54 -290.5 0.00
Frequency = 8420.43 MHz
Range =9.529+08 km
=6.37 AU
(6) Atmospheric attenuation, dB ~ -0.35 0.00 0.00 -0.03 0.00
Weather 50%
Receiver parameters
(7) Polarization loss, dB -0.02 0.02 -0.04
(8) Antenna gain, dBi 66.20 0.60 -0.60 66.2 0.12
(9) Pointing loss, dB 0.00 0.00 -0.10
(10) Noise spectral density,
dBm/Hz -181.39 -0.33 0.31 -1814 0.01
Total system noise
temperature, K 52.62 -391 391
Top (zenith), K 25.00 -2.50 2.50
Delta Top (elev angle), K 6.80 -3.00 3.00
Delta Top (clouds), K 20.82 0.00 0.00
Hot body noise, K 0.00 0.00 0.00
Elev angle = 25.00 deg
(11) 2-sided threshold loop
Noise bandwidth, dB-Hz 10.33 -0.46 0.46 10.3 0.04
Power summary
(12) Received power, Py, dBm -135.7 0.78
(1+2+3+4+5+6+7+8+9)
(13) Received P7/N¢, dB-Hz 45.7 0.79
(12 -10)
(14) Carrier supp by ranging
chan, dB -0.22 0.05 -0.05 -0.2 0.00
(15) Carrier supp by telemetry
mod, dB -15.21 0.52 -0.56 -15.2 0.05
(16) Carrier power/total
power, dB (14+15) -15.4 0.05
(17) Receiver carrier power, dBm -151.2 0.83
(12 +16)
(18) Carrier margin, dB 19.9 0.88
(17-10-11) 20 1.87
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Table 1-3 (contd)

. Favorable Adverse .
Design Mean  Variance
tolerance tolerance

Ranging channel performance
(19) Uplink ranging power/ -3.55 0.26 -0.28 -3.6 0.01
total power, dB
Ranging mod index =45.0 deg
Supp by cmd mod =-0.5 dB

(20) Ranging power to receiver, -124.2 0.61
dBm (12U+19)

(21) Uplink radio loss, dB 0.00 0.00 0.00 0.0 0.00

(22) Ranging power at receiver -124.2 0.61
output, dBm (20+21)

(23) Ranging noise bW, dB-Hz 61.76 -0.22 0.22 61.8 0.01

(24) Ranging noise power, dBm -105.8 0.04
(10U+23)

(25) Ranging input SNR, dB -18.4 0.64
(22-24)

(26) Downlink ranging power/ -47.77 3.76 -3.92 -47.8 1.86

Total power, dB
Downlink ranging MI =

12.9 deg rms
Supp by telemetry mod =
-14.2dB
(27) Received ranging power, -183.5 2.64
dBm (12D+26)
(28) Received PR/NO, dB -2.1 2.66
(27-10D)
(29) Downlink radio loss, dB -0.50 0.00 0.00 -0.5 0.00
(30) Pg/N output, dB -2.6 2.66
(28+29)
(31) Required PR/NO, dB 0.00 0.00 0.00 0.0 0.00
(32) Performance margin, dB -2.6 2.66
(30-31) 200 = 3.26

The performance assessment and the design procedure are described in the
following section.

1.3.2 Design Procedure and Criterion

Before we describe the statistical approach used for deep space telecom-
munications systems design, we examine the importance of weather effects on
telecommunications performance.

1.3.2.1 Weather Effects. Weather requires special consideration. For carrier

frequencies at or above X-band, the randomness that weather introduces to the
link dominates all other sources of randomness. There are two techniques for
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incorporating weather into telecommunications design control. The simple one
of these, the percentile weather technique, is described in this section. It is a
reasonable estimate of the weather effects on link performance. Often a reason-
able estimate suffices for preliminary system design and performance assessment
purposes. The percentile weather technique is attractive for its simplicity. On the
other hand, for detailed design and link performance monitoring purposes, a
more accurate estimate is required. A more elaborate technique is treated in
Chapter 9 in this book.

The percentile technique for incorporating weather into telecommunications
design control requires the preparation of two design control tables. In the first
design control table, a dry atmosphere and clear sky over the DSS is assumed.
In the second design control table, x-percentile inclement weather is assumed.
By “x-percentile” weather is meant that with x% probability a pessimistic
assumption is being made about weather effects; moreover, with (100 - x)%
probability an optimistic assumption is being made. As an example, 95-percen-
tile means that 95% of the time the degradation due to weather is less than
predicted, while 5% of the time the weather degradation is worse.

1.3.2.2 Design Procedure. The design procedure is described here. The proce-
dure unfolds as a sequence of six steps during which the philosophy of telecom-
munications design control reveals itself. The discussion below follows [1-6]
and [1-7].

Step 1. Three values are assigned to most link parameters: design, favorable
tolerance, and adverse tolerance. All three values are to be in decibel represen-
tation. Those parameters which are not assigned three values should receive
only a design value (in decibels). Data bit rate, space loss, and threshold (or
required) signal-to-noise ratios are regarded as deterministic and only have
design values. The weather-dependent parameters — atmospheric attenuation
and, on the downlink, incremental noise temperature due to clouds — should
be assigned only design values (noise temperature is in units of kelvin, though,
not decibels). In fact, the design values of the weather-dependent parameters
should be based on the assumption of clear, dry weather. Later on, as explained
in the previous paragraph, the design procedure is to be repeated with weather-
dependent design values assigned on the basis of x-percentile inclement weather.
The following definitions serve as a guide in the assignment of values to a link
parameter:

Design value the a priori estimate of a parameter,

I

Favorable tolerance = the best case of a parameter minus the design value,

Adverse tolerance = the worst case of a parameter (short of failure) minus
the design value.
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Noise temperatures, noise spectral densities, and noise bandwidths have favor-
able tolerances with negative values and adverse tolerances with positive values.
The opposite is true of all other link parameters that get assigned tolerances.
Tolerances reflect one or more of the following: a limit cycle, a manufacturing
tolerance associated with a link hardware component, a dependence on space-
craft environment, and other uncertainties.

Step 2. Arrange the link parameters in a vertical listing — a design control
table — and identify independent groups among them.

Step 3. Within each of the independent groups, add the design values and the
favorable and adverse tolerances so that there is only one design value with its
associated favorable and adverse tolerances for each group.

Step 4. Assign a probability density function (pdf) to each independent group.
Typically, only uniform, triangular, Gaussian, and Dirac-delta (for those groups
without tolerances) pdf’s are used. The assignment made by the Telecommunica-
tions Prediction and Analysis Program (TPAP) are tabulated in Chapter 10. In
case a probability density function is nonzero over the entire real line such as the
Guassian density function, use the absolute sum of its favorable and adverse
tolerances as its 6-sigma (6 standard deviations) measure.

Step 5. Compute for each independent group (random variable) its mean and
variance. Table 1-4 illustrates the computation of mean and variance for the
common pdf’s. Having been computed from a design value and tolerances all
expressed in decibels, the mean will, of course, be in decibels (and the variance
in decibels squared).

Step 6. Compute the mean and variance of the desired performance or carrier
margin by algebraically summing the means and adding the variances obtained
in step 5. By algebraically summing is meant that some means — those corre-
sponding to noise spectral density, noise bandwidth, data bit rate, and threshold
(or required) signal-to-noise ratios — are subtracted rather than added.

It is certainly true that a precise probability density function of the overall
link margin can be obtained by convolving the pdf’s of the K independent ran-
dom variables. However, the link margin tolerance distribution is well approxi-
mated by a Gaussian distribution by invoking the central limit theorem since
the overall link consists of K independent random variables formed in step 2
above. This simplifies the computational complexity to the point that hand
calculation is indeed practical. Moreover, the pdf’s of the K independent random
variables were only estimated. It seems difficult to justify using tedious convolu-
tion to achieve a precise solution based on imprecise information if an approxi-
mation is indeed satisfactory. A more worthwhile effort would be making a
more accurate estimate of the pdf’s of the K independent random variables.
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Table 1-4. Computation of mean and variance of common probability density functions

Probability density function

Uniform
M =D+ (F+A4)2
V = (F-A)?/12
D+A D+F
Triangular ]
M = D+ (F+A4)/3 [
V = (F2+A2 - AF)/18 I
I
|
D+4 D D+F
Gaussian
M = D+ (F+A4)[2
V = (F-A4)%/36
1
|
|
1
D+4 D D+ F
D = design
M = mean
V = variance
A = adverse tolerance, which has a negative value for all link parameters except noise

spectral density and noise bandwidth
F = favorable tolerance, which has a positive value for all link parameters except noise
spectral density and noise bandwidth

For noise spectral density and noise bandwidth the favorable tolerance is a negative number
while the adverse tolerance is a positive number.
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The above procedure is repeated with the weather-dependent parameters
being assigned design values based on x-percentile inclement weather. The
performance or carrier margin is finally considered predicted with the specifi-
cation of four members:

(1) Mean margin with clear, dry weather.
(2) Mean margin with x-percentile weather.
(3) n-sigma margin with clear, dry weather.

(4) n-sigma margin with x-percentile weather.

where “n-sigma margin” equals mean margin minus # standard deviations. The
value # is typically 3 for command links and 2 otherwise.

1.3.2.3 Design Criterion. In order to assure successful operation and guard
against adverse situations, we must provide sufficient link margins. Based on the
design procedure described in the preceding section, it can be stated that, for
example, link performance will not deviate from its mean margin by more than
3-sigma (three standard deviations) with probability 0.99. This 3-sigma value is
used as an uncertainty measure for the link. Depending on how much risk we
are willing to take, we can choose any number of sigma values. Hence a useful
design criterion is: the mean value of the link SNR must exceed the required
SNR by an amount equal to or larger than n-sigma. The value n is typically 3 for
command links and 2 for telemetry and ranging links.
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Chapter 2
Spectral Characteristics of
Digital Modulations

Marvin K. Simon

2.1 Introduction

Two factors that are important in evaluating the efficiency of any communi-
cation system are the bandwidth required to transmit the chosen signaling or
modulation technique and the energy-per-bit-to-noise-spectral-density ratio.
Whereas the latter factor is a weli-defined quantity, the former can be defined in
many ways [2-1]. Regardless of the definition, however, the required transmis-
sion bandwidth is directly related to the power spectral density (PSD) of the
signaling scheme. Thus, efficient analytical methods for calculating this power
spectral density are essential if one is to specify the spectral occupancy of the
transmission channel.

One very important class of digital modulations is that corresponding to the
simultaneous transmission of one or more synchronous data pulse streams where
the underlying data sequences that generate these pulse streams have known
statistical properties. Techniques for computing the PSD of such pulse streams
have appeared in the literature and in some textbooks. In almost all cases, each
sequence is assumed to be either wide sense stationary (WSS), with known
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autocorrelation function or, more generally, an N-ary Markov source with
known (fixed) stationary and transition probabilities. A special case of the latter
is a purely random source, i.e., one that emits an elementary signal (pulse) in a
given signaling interval independent of those emitted in previous signaling
intervals. Such a source can be modeled as a degenerate case of an NV-ary Markov
source whose N X N transition matrix (the matrix of transition probabilities) has
identical rows. When N =2, and the two elementary signals are the same, we
have the familiar case of antipodal binary signaling.

Occasionally, one finds situations where the generating data sequence is not
WSS but, however, is cyclostationary, i.e., its first two moments are periodic.
One such case occurs at the output of a convolutional encoder where the period
(in code symbols) is equal to the reciprocal of the code rate. Thus, in order to
characterize the spectral properties of the output of such an encoder, one must
have an expression for the power spectral density of a synchronous data stream
whose generating sequence is cyclostationary.

This section is devoted to reviewing the techniques described above along
with illustrative examples of how they are used to compute the PSD of
well-known modulation/coding schemes. We begin with a discussion of the PSD
of a single synchronous data stream generated by a binary WSS sequence.

2.2 Power Spectral Density of a Synchronous Data
Stream Generated by a Binary, Zero Mean, WSS
Sequence

Consider the binary (+1) zero mean, WSS sequence {a,} for which it is
known that

S|
1]
=]

(2.2-1)

Q
(S}
]

R(m - n)

and the overbar denotes statistical expectation. From this sequence, we form the
synchronous data pulse stream

m(t) = ) a,p(- nT) (2.2:2)

n=—o0

where p(?) is the elementary signal (pulse shape) and is not necessarily restricted
to be time-limited to only a single signaling interval, i.e., the pulse train m(¢) can
contain overlapping pulses. Irrespective of the properties of the generating
sequence {a,}, the data stream m(¢) is itself cyclostationary since the expected
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value of the product m(f)m(z + 7) is, in addition to being a function of 7, a
periodic function of z. Thus, to compute the power spectral density S,,(f) of
m(t), we must first average

R(t;7) é m()ym(t+ 1) (2.2-3)

over ¢ [the averaging is performed over the period of R(#; 7)] and then take the
Fourier transform of the result. Thus,

5,00 5 Fi<R@0>) (2.24)

where < > denotes time average and % denotes Fourier transform. Substituting
(2.2-2) into (2.2-3) and making use of (2.2-1), it can be shown [2-2] that

S ()= Sp(f)Sa(f) (2.2-5)
where, with P(f) the Fourier transform of p(¢),

s 2 Liper 226
02 Lire (2.26)

is the power spectral density of the individual pulse p(¢) and
S () = g: R(1)e™/2mM (2.2-7)
a “
l=—o0

is the spectral density of the sequence, i.e., the discrete Fourier transform of its
correlation function. Note that if the data sequence is purely random, i.e.,

1, m=n
aa, = (2.2-8)
0; otherwise
then equivalently from
1; =0

0; otherwise
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and from (2.2-7)

Sa(f) =1 (2.2-10)
Hence,
S({f) = Sp(f) (2.2-11)

which is a commonly used result.

2.3 Power Spectral Density of a Synchronous Data
Stream Generated by a Binary, Zero Mean,
Cyclostationary Sequence

Suppose now that we have a binary sequence {a,} which has the properties

a =0
n
(2.3-1)
aa, = R(n;m-n)
Furthermore,
R(nym-n) = Rm+kN;m-n); k =0,%1,%2, ... (2.3-2)

where N denotes the period of the correlation function R (r; m - n). Then, it can
be shown [2-2] that the analogous result to (2.2-5) is now

s () = Sp(f) S-(f) (2.3-3)
where Sp(f) is still given by (2.2-6) and S (f) is defined by

oo N
;00 = 22 [}V—E R(n-,z)] eI (2.34)
n=1

I=—o

Comparing (2.3-4) with (2.2-7) we notice, not surprisingly, that the only
difference between the two is that the periodicity of the correlation function
caused by the cyclostationary behavior of the sequence {a,} must be “averaged
out” before taking the discrete Fourier transform.
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2.4 Power Spectral Density of a Synchronous Data
Stream Generated by a Binary, Nonzero Mean,
Cyclostationary Sequence

When the generating sequence {g,} is not zero mean, then the spectrum of
the corresponding synchronous data stream will have a discrete component in
addition to the customary continuous component. An example of a situation
where this might occur is at the output of a convolutional encoder whose input
is random but not equiprobable binary data. The procedure for handling this
case is as follows:

Define the zero mean cyclostationary sequence {4,} by

A4,=a,-a, 2.4-1)

which has the properties
4,.=0 (2.4-2)
A, A =R, (n;m- n) (2.4-3)

Then, using the results of the previous section, the continuous component of the
power spectrum S, (f) for a synchronous data stream generated by {a,} is given

by

S.() = 5.(1) S5 (2.4-4)

where again Sp(f) is defined in (2.2-6) and

oo N
S; (0= []-1\7 > RA(n;l)] e~ /21T (2.4-5)

I=—oco n=1

The discrete spectral component S 4(f) is found from

S =F 1(2 > E;E_p(t—nT)p(tWLT—mT'))} (2.4-6)

n
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or, after much manipulation [2-2],

d

(NT)2

% (i

2 N
( z: T e—jZTrmk/N>
m
m=1

N
X (E En‘e]'Zﬂnk/N) 5( —N‘kT> 2.4-7)
n=1

Note that when {a,} is a WSS sequence (i.e., N=1), (2.4-7) reduces to the
familiar resuit

2
§ (f— %) (2.4-8)

2.5 Examples and Applications

As a simple example of a WSS sequence consider a binary, zero mean, Markov
source characterized by

Pria,,, #a,} =p
(2.5-1)
Pria,, = a,} =1- p,
The correlation function for such a source is easily shown to be
R(l) = (1-2p )" (2.5-2)
Substituting (2.5-2) into (2.2-7) gives
S,f) = 1+2 37 (1-2p) cos 2nfiT (2.5-3)

=1
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Using the identity [2-3; p. 84, Eq. (454)]

2
d* cos k8 = _acosb-a” (2.5-4)

1 -2acos 6 +a?

M:

b
"
—

witha=1- 2p, and 6 = 2af7T, immediately gives the desired result

1-(1-2p)? A
S =
1+(1-2p,)*-2(1-2p,)cos 2nfT
> (2.5-5)
_ 4p,(1-p,) (

2(1-2p,) (1 - cos 2nfT) + 4p?
Furthermore, if the data stream generated by this sequence uses rectangular
pulses, i.e.,

lI; O0<t<T

p(t) = (2.5-6)
0; otherwise

then, using (2.2-6) and (2.5-5),

sin?af T v, (- p,)
(nfT)* | 2(1-2p,) (1~ cos 2nfT) + 4p?

(2.5-7)

As a second example, consider the sequence formed by interleaving NV
independent, first-order, Markov sources with respective transition probabilities
Ps,> n=1,2,.... Then, the resulting sequence is cyclostationary with correla-
tion function

I
(1-2p, )N
R(n; 1) = ", 1=0,tN,£2N, ... . (2.5-8)

0; all other integer /

The power spectral density S;(f) of (2.3-4) is computed as (letting I =kN, k=0,
+1,%2,...)
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Z |~
M=

S.(f) = Z (1- 2ptn)lk| e/ 2TfkNT
k

3
li
-

(2.5-9)

oo

N
Do41+2 D0 (1-2p)k cos 2mfkNT

n=1 k=1

I

2|~

Noticing the similarity between (2.5-3) and (2.5-9) (for fixed 1), we can imme-
diately write down the result

4p, (1-p,)
n n

N
> (2.5-10)
n=1 | 2(1- 2p, ) (1~ cos 2nfNT) + 4p>

n n

2|

S.(f) =

As a third example, consider a convolutional encoder with constraint length
K and rate b/n. In the mth information interval, b information symbols a,, i)
j=0,1,2,...,b- 1 enter the encoder and # channel symbols an+p; p =1,
2,...,n exit the encoder. The structure of such a convolutional encoder can
also be defined by a generator (connection) matrix, namely,

_ -
181 &1, Kb
818, " 82.kb

G = ' (2.5-11)
CPST AT &y kb

where &;; is either one or zero depending, respectively, on whether the ith
modulo summer is connected to the jth shift register stage. For mathematical
convenience, we shall assume that both the input symbols {ambﬂ-} and the
output symbols {an+p} take on values plus and minus one. This allows
modulo 2 summation operations to be replaced by algebraic products. Thus, the
encoder has the input/output relation

Kb
g .
an+p = H [a(m+1)b~i] o (2.5-12)
i=1
and the output sequence {X,,,,, +p}is clearly cyclostationary with period n.
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If we now try to apply the results of Sections 2.3 and 2.4 to the encoder
output sequence {X;} then, after considerable manipulation, it can be shown
[2-2] that S, (f) [now appropriately denoted by S,(f)] becomes

_ 1 n n oo
SX(f) == Z €, COV (Xp,Xan)
p=1 q=1 I=0
X cos [2n(nl+q - p) fT) (2.5-13)

where cov (X iX]-) is the covariance function of the sequence {X,} defined by

cov (X, X;) = (X, - )_(i)()(; - )'f].) (2.5-14)
and ¢, is the Neumann factor defined by
€ = (2.5-15)
2:; otherwise

Also, S 4(f) of (2.4-7) becomes

S0 =— ¥

k
= PlL=
(nT)Z e (nT)

o (2mmk) |2 k
+[§;1 Xon S‘“( n )] }5(f_ n_f) (2.5-16)

Here T denotes the encoder output symbol time.

Suppose now we assume the input to the encoder to be a sequence of
independent binary symbols {aj} that take on values £1 with probabilities

Pria; = -1}=1-Prig, = 1} = p* (2.5-17)

and average symbol value

A
E{a].} =1-2px = a (2.5-18)

Il
Q
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Consider first the special case of a random non-return-to-zero (NRZ) encoder
input for which p*x =1/2 and correspondingly, from (2.5-18), @ = 0. Then, if the
rows of the generator matrix G of (2.5-11) are such that the constraints (which
are illustrated in Fig. 2-1)

K-Db+1,(K-Db+2,...,Kb

0q
I

L
[

g . =0, i=1,2...,Ib (2.5-19)

8 = &g v i=12,...,(K-Db

are not satisfied for any combination of p, ¢, and I (other than p = g and [ = 0),
then (2.5-13) simplifies to [2-2]

5.0 =1 (2.5-20)
or
S(f) = T(Sm}T{,T) (2.5:21)

Furthermore, the discrete spectrum Sy(f) of (2.5-16) vanishes. Thus, for all
codes which do not satisfy (2.5-19), a random NRZ data input results in a

qth ROW OF G: Qb (K - Q)b

0.0..00\,1 000000001\

.ooooo1/ & 0000..01
~

pth ROW OF G: (K )b ¢b

Fig. 2-1. An illustration of the code constraints of (2.5-19)
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random NRZ data output scaled (expanded) in frequency by the reciprocal of
the code rate, i.e., n/b. This class of codes was defined in [2-2] as “uncorrelated
convolutional codes.” Note, all rate 1/2, noncatastrophic, convolutional codes
are uncorrelated codes.

On the other hand, if the rows of G are such that (2.5-19) can be satisfied for
at least one combination of p, g, and I (other than p = g and [ = 0), then letting
{p, q, I} denote the set of combinations of p, ¢, [ (other than p = ¢ and I = 0) for
which (2.5-19) can be satisfied, (2.5-13) simplifies to

1+— ZZZG cos [2m (nl+q - p)IT]

{p.q, 1}
(2.522)

Also, the discrete spectrum S4(f) of (2.5-16) still vanishes. Since for such codes
the encoder output spectrum differs (in form) from the input spectrum, this
class of codes was defined in [2-2] as “correlated convolutional codes.”

As an example of a “correlated convolutional code,”” we observe that any
code whose generator matrix is such that two or more rows are identical satisfies
(2.5-19) with I=0. Short constraint length (up to and including K = 14) non-
catastrophic codes with maximal free distance for rates 1/2, 1/3, and 1/4 were
investigated and tabulated in [2-4]. Indeed, for rate 1/3 (n = 3), the tabulation
includes only one correlated convolutional code which occurs for K =3 (b= 1)
and has the generator matrix

1 0 1
G=11 1 1 (2.523)
11 1

This code was first found by Odenwalder [2-5]. Since rows two and three of
G are identical, we must evaluate (2.5-22) for the two combinations p = 2,
q=3,1=0,and p=3, q=3,1=0. Doing so yields the simple result

SX(f) =] +—§-cos 2afT (2.5-24)

Multiplying S, (f) of (2.5-24) by S (f) of (2.2-6) gives the encoder output
spectrum S (f) which is plotted in F1g 2-2.

For rate 1/4 (n = 4), the tabulation in [2-4] reveals three correlated convolu-
tional codes corresponding to constraint lengths K =3, 4, and 7. For the K =3
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CODE GENERATOR MATRIX

T 0 1
1 1 1
1 1 1
2.0 1 1 1 ! I | !
1.8 |- —~
1.6 — —
1.4 — —
1.2 -
-
=
* 1.0~ o -
- o’
0’ > 9
3

T

Fig. 2-2. Spectrum for best rate 1/3, constraint length 3, convolutional code. Dotted
curve is spectrum of NRZ

code, for example, the free distance is ten (this is the maximum achievable),
and the generator matrix is given by

1 0 1
1 1 1
G = (2.5-25)
111
111

which is identical to (2.5-23) except for the addition of another identical row.
Thus, following the same procedure as above, we find that
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SN =1 +% [2 cos 2afT + cos 4nfT] (2.5-26)

which, together with (2.2-6), gives the output encoder spectrum illustrated in
Fig. 2-3 for a rate 1/4, constraint length 3 convolutional code and in Fig. 2-4 for
a rate 1/3 code.

A second special case of a random NRZ encoder input is one for which
p*#+ 1/2 and hence @ = 0. Consider first the simple case of the optimum rate
1/2, constraint length 3 code whose generator matrix is given by

CODE GENERATOR MATRIX

[o]

= a -

1
1 1
101
11

3.0 | I | | | l I

2.0 —

(/T

1.5 — —

S
c

0.5 —

Fig. 2-3. Spectrum for best rate 1/4, constraint length 3, convolutional code. Dotted
curve is spectrum of NRZ

35




CODE GENERATOR MATRIX

11
1.0 1
111
2.0 T I T T T I T
1.8 |- -
1.6 - ' -
1.4 —
1.2 - -
N
< 1.0 |- -
v()
2]
0.8 |- -
0.6 |- -
0.4 p— —
0.2 [~ k -
ol 1o~ 1 AN
-4 -3 -2 -1 0 1 2 3 4
T
Fig. 2-4. Spectrum for best rate 1/3, constraint length 3, convolutional code
1 0 1
G = (2.5-27)
1 1 1

For this code (2.5-13) gives the closed form result [2-2]:
S = 1- %(54 - @)+ @ +a - 225) cos 2nfT
+ (@ - @%) cos 4nfT + 2 (@° - @°) cos 6nfT
+(@* - @°) cos 8nfT + (@ - @°) cos 10mfT (2.5-28)
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Since this code is an uncorrelated convolutional code, (2.5-28) should reduce to
Sx(f) =1 fora =0, which indeed it does.

Figures 2-5 and 2-6 are illustrations of the continuous component of the
encoder output spectrum S(f) [obtained by multiplying S, (f) of 2.5-28) by
S,(f) which is identical to S,.(f) of (2.5-21)] for various values of p* = (1 - a)/2.
We observe that the spectrum becomes more and more concentrated as p*
decreases. The continuous component of the input spectrum, on the other hand,
remains unaltered in shape as p* is varied. In particular, for a unit power
unbalanced NRZ input, the power spectral density is given by

sinﬂfTb\ 2
S(f) = (1- 20%)28() + 4p* (1~ p#) T, ( 7 ) (2.5-29)
b

where T, is the input bit time.

CODE GENERATOR MATRItX

1 0 1
11 1
3.0 I I | | 1 1 |
2.4 |- -
1.8 | -
-
=
VQ
2]
12 _
0.6 |- -
[o] | | J | | | e ] ]
4 3 2 A 0 1 2 3 a

Fig. 2-5. Spectrum for best rate 1/2, constraint length 3, convolutional code; p* = 0.1
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Fig. 2-6. Spectrum for best rate 1/2, constraint length 3, convolutional code; p* = 0.3

The discrete component of the output spectrum Sy(f) is easily found to be
[2-2]

S,(f) = @ - P i: (;1,;)2 (- %) (2.5-30)

k=1,35...

As a second example, consider the optimum rate 1/2, constant length 7 code
whose generator matrix is given by [2-4] :

G = (2.5-31)

Because of the balance in the number of ones in both rows of the matrix, the
encoder output will only contain a discrete spectrum at f=0, ie., S;(f)=
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(@)'958(f). The continuous component of the output spectrum can once again be
obtained from the product of Sy(f) and S,(f) where Sy(f) is now given by [2-2]

S,(f) = 1-a0+@ +a° -2a'°) cos 2nfT
+(a@* +a® - 22'°) cos 4nfT + 2 (@* - @'°) cos 6nfT
+2 (@ - @'°) [cos 8nfT + cos 14nfT]
+(@* +2® - 2a') cos 10mfT + (@* + 7® - 22'°) cos 12afT
+2 @ - @°) [cos 16nfT + cos 201rfT+%cos 22nfT
+ cos 241rfT+-12-cos 26mfT] + (@® +a® - 2a'°) cos 18nfT (2.5-32)

Figures 2-7 and 2-8 are illustrations of the corresponding continuous spectrum
S.(f) for several values of px =(1 - a)/2. As before, we observe that the output
encoder spectrum narrows as p* is decreased.

2.6 Power Spectral Density of a Synchronous Data
Stream Generated by an N-ary Markov Source

Consider a random N-ary source which every T seconds emits an elementary
signal from the set {s(¢);i=1, 2,..., N} with probability p,. If the source is
Markov, then the sequence of waveforms so generated is characterized by the set
of probabilities {p;; i=1, 2,...,N} (often called the stationary probabilities)
and the set of transition probabilities {p; ;4 k=1,2,..., N}. Transition prob-
ability p;; is the probability that signal s, () is transmitted in any given transmis-
sion interval after the occurrence of the signal s{?) in the previous transmission
interval. These transition probabilities are conveniently arranged in a transition
matrix P defined by

Py P Pin
Py Py Pon
A
P = (2.6-1)
Py, Prna Pny
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CODE GENERATOR MATRIX

1
11 1t 1 0 0 1

3.0 | | 1 I | I |
24 T
1.8 .
[
~
)
o
2]
1.2 [~ ]
0.6 — —
4 -3 2 1 0 1 2 3 4

Fig. 2-7. Spectrum for best rate 1/2, constraint length 7, convolutional code; p*=0.1

From this statistical description of the source, the power spectral density of a
data sequence generated by this source is given by [2-6, 2-7]

oo

N 2
-t [ Sl o)

n=—co i=1

1 N
+o 2 pIS(NE

2 A .
t=Re 30 30 0,8 (F)S (1) pu(e?™T)

i=1 k=1 (2.6-2)
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Fig. 2-8. Spectrum for best rate 1/2, constraint iength 7, convolutional code; p* = 0.3

where
A (T .
S = f s, (1)e7*™" dr; S(f)
0
(2.6-3)
A (T .
=f si()e ™" dr
0
and
BN s A N
Pu@ = 2 pRZsi0) = 5,0 - 3 p,s, (0 (2.64)
n=1 k=1
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In (2.6-2), the asterisk denotes complex conjugate. The quantity p,(,;‘) is defined
as the probability that the elementary signal s, () is transmitted » signaling
intervals after the occurrence of s(¢). Hence, from the properties of Markov
sequences, pl% is the 7kth element of the matrix P”. Also by definition,

p(‘) = Dy

Notice that the first term [i.e., the line (spike) spectrum] of (2.6-2) vanishes
when

N
> S, (T—") =0 (2.6-5)

i=1

which implies that a necessary and sufficient condition for the absence of a line
spectrum is that

N

}: p;s(H) =0 (2.6-6)

Many special classes of signals exist for which the general power spectral
density result of (2.6-2) can be simplified. One important class is that generated
by a purely random source, i.e., one that emits an elementary signal in a given
signaling interval independent of those emitted in previous signaling intervals.
Such a source can be modeled as a degenerate case of a Markov source (i-e., P!
does not exist) whose transition matrix is given by

P, P, . Py
Py b, T by

P = : - : (2.6-7)
P, v, ... Py

and has the property that P” = P for all n > 1. In this case, the power spectral
density of (2.6-2) simplifies to
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oo

N
_ 1 n\|? n
mm-FZ p,.S,.(F) 5<f-T—)
=1

n=—o0 | |

|}

1
+F pl(l_p,)lsl(f)lz

-

1l
—

i

i
™M=
M=

At =
Lo T

pb.p, Re [Si(f)S;(f)] (2.6-8)

1l
—_

1
i
i

which is the generalization of (2.2-5) and (2.4-8) for an N-ary source.
As an example of the application of (2.6-2), consider the Miller coding

scheme [2-8] which can be modeled as a 4-ary Markov source whose stationary
probabilities are all equal to 1/4 and those transition matrix is given by

0 % 0 %
0 0 % %

p= o (2.6:9)
¥ o% 0 0
B0 %0

Another property of the Miller code is that it satisfies the recursion relation
P = - %P’S 1>0 (2.6-10)
where S is the signal correlation matrix whose ikth element is defined by

A T )
Sk =T s(Os, (Ddt i,k =1,2,34 (2.6-11)
0

For the Miller code, the four elementary signals are defined by

$,(0) = -5,(2)

A for0<¢<T

A for0<t<T)2 (2.6-12)

1]

55(8) = =5,(0)
-4 forT2<t<T
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Substituting (2.6-12) into (2.6-11) and arranging the results in the form of a
matrix, we get

(e}
—
|
—
o

S = (2.6-13)

[
1
—
—
o

-1 0 0 1

Finally, using (2.6-9), (2.6-10) and (2.6-13) in the general power spectral
density result of (2.6-2) yields the result for the Miller code:

S0 . ! (23- 2 cos @~ 22 cos 20
E  262(17 + 8 cos 86)
- 12 cos 30 + 5 cos 46
+ 12 cos 56 + 2 cos 66

- 8 cos 70 + 2 cos 80) (2.6-14)

A
where 8 = nfT.

An example of the application of (2.6-7) is NRZ signaling where N =2 and
the elementary signal is a rectangular pulse of width T and amplitude 4. Thus,
using (2.6-3), we get

5,() = -5,() = ATexp(—me)s‘“(”m (2.6-15)

Finally, substituting (2.6-15) into (2.6-8) and letting £/ = A>T, gives

S¢)
E

~3|

L (1= 29)28(7) + 4p(1 - ) [————Sinz(“f T)]
(/T

where p = 1/2, the dc spike at the origin disappears and

S(f) _ sin®(afT)
= S T (2.6-16)
(nfT)
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Another common example is bi-phase or Manchester code. Here NV =2 and

s,(t) = A4  for0O<¢<T/2
5,(2) = -4 forT2<t<T

5,(1) = =5,(1)

Substituting the Fourier transform of (2.6-17) into (2.6-8) gives

n=—co

n#*0

+ap(1- p) |:sin4(7rfT/2)]
(nfT/2)*

For p = 1/2, the line spectrum disappears and

S(f) - sin4(7rfT/2)
E @rry?

(2.6-17)

(2.618)

(2.6-19)

The power spectral densities of the NRZ, bi-phase, and delay modulation
signaling schemes as given by (2.6-16), (2.6-19), and (2.6-14), respectively, are

plotted in Fig. 2-9.
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Fig. 2-9. Two-sided spectral densities of NRZ, bi-phase, and delay modulation
waveforms
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Chapter 3
Receiver Design and Performance
Characteristics

Marvin K. Simon and Joseph H. Yuen

3.1 Introduction

This chapter presents an introductory discussion of the receivers used in deep
space communications. The basic structures, principles of operations, and char-
acteristics of these receivers are examined to provide an understanding of the
important parameters in the design and performance evaluation.

There are two basic types of deep space communications receivers: the
phase-locked loop (PLL) receiver and the Costas loop receiver—and variations of
these. Phase-locked loop receivers are used in residual carrier systems—the
traditional deep space communications systems. Costas loop receivers are used in
suppressed carrier systems, which have been increasingly employed in recent
years, in, for example, the Tracking and Data Relay Satellite System (TDRSS),
the Space Shuttle, the Multimegabit Telemetry Demodulator/Detector (MTDD)
System in the DSN, the Navigation Satellite Timing and Ranging Global Posi-
tioning System (NAVSTAR GPS), and the proposed Venus Orbiting Imaging
Radar (VOIR) for the mapping of Venus’s surface.
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Phase-locked loop receivers are essential to deep space communications. They
make the demodulation of phase-modulated carriers possible. They are integral
to doppler tracking systems. Indeed, every spacecraft transponder has a PLL
receiver, and the heart of a NASA Deep Space Station (DSS) closed-loop receiver
is a PLL. The spacecraft PLL receiver demodulates command and ranging and
provides a reference for generating a downlink carrier which is phase coherent
with the uplink carrier (but shifted in frequency). On the ground, the DSS PLL
receiver generates a reference signal which is phase coherent with the downlink
carrier. This reference is used to demodulate telemetry and ranging and to obtain
doppler data.

The Deep Space Network was developed at a time when weak signals and low
data rates dominated. As a result, residual carrier phase modulation schemes
with phase-locked loops tracking the residual carrier component were employed.
However, over the years, technological advances in antennas, transmitters, and
signal processing have caused a marked increase in the available signal power and
hence the achievable data rates. In fact, essentially all of the current or near
future deep space missions are already operating at or near the upper limit of the
current DSN data rate capability. This leads to the choice of suppressed carrier
systems employing Costas loop receivers. However, besides telemetry data rate
considerations, for other uses of the deep space communication system, e.g., for
ranging and radio science (see chapter 4), the residual carrier system may still be
preferred.

3.2 Phase-Locked Loop Receivers

Phase-locked loop receivers designed for spacecraft and the DSN are invari-
ably of the multiple-conversion heterodyne type. Three such examples are
shown in Figs. 3-1 through 3-3. Figure 3-1 is the PLL receiver used on both
Voyager and Galileo, but it is in many respects typical of spacecraft PLL
receivers. Figures 3-2 and 3-3 are the Block III and Block IV DSS receivers,
respectively. The noise temperature of a receiver is predominantly determined
by the design of the first receiver stage because of its very high gain. For the DSS
receivers, the first stage is the maser amplifier at the antenna. For spacecraft
receivers, it is usually the first mixer. The heterodyne design is employed to
translate the RF signal down to a frequency for which stable phase detectors can
be built. Automatic gain control (AGC) is required to provide a signal whose
amplitude is within the dynamic range of the intermediate frequency (IF)
amplifier stages. The bandpass limiter (BPL) minimizes the total mean-square
error of the loop over a wide range of input signal-to-noise ratios. This configura-
tion has been shown in [3-1] to provide near-optimum PLL performance.

This section presents an introductory description of the design and perfor-

mance of PLL receivers used in deep space communications. For a more com-
plete treatment of PLLs, the reader is referred to [3-2] through [3-8].
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3.2.1 Phase-Locked Loop Operation

A phase-locked loop consists of three essential elements, a phase detector
or multiplier, a loop filter, and a voltage controlled oscillator (VCO), as shown
in Fig. 3-4. The input signal y(¢) is assumed to be the sum of a sinusoidal
signal s(¢) and a channel additive noise n,(¢),

W(t) = s(t)+ nft) = V2P sin [wyt + ()] + n () (3.2-1)

where w, is the signal frequency in radians, P is the input signal power, 6(¢)
is the input signal phase, and

n(t) = V2 [n(2) cos wyt - n(2) sin wy?] (3.2-2)

is a narrowband process. Both n,(z) and ny(#) are assumed to be statistically
independent, stationary, white Gaussian noise processes of single-sided spectral
density ~V, W/Hz.

The reference signal at the VCO output is

r(t) = V2K, cos [wyt + B(1)] (3.2-3)

where K| is the rms output of the VCO, and g(t) is the phase estimate of 6(¢)
generated by the VCO. The signal y(¢) is multiplied by r(¢) to generate an
error signal

e(t) = K, y(@)r(0) (3.2-4)

where K, is the multiplier gain. This error signal e(¢) is filtered by the loop
filter to remove the high-frequency terms which are larger than and equal to
2 wy, to produce the VCO control signal

2(r) = F(p)e@) (3.2-5)

where p =d/dt is the Heaviside operator. This filtered error signal z(¢) drives
the VCO frequency and phase to match the input signal frequency and phase
such that

t
6(t) = KVJ‘ z(§) dk (3.2-6)
where K, is the VCO gain in radians/sec/V.
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n.(t)
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s(t) + y(t) €(t) LOOP
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z(t)
r(t)
vco -
Fig. 3-4. A phase-locked loop model
Let the phase error be defined as

o(t) = 6(1) - 8(r) (3.27)

Then, using (3.2-1) through (3.2-6), we obtain the characteristic equation
which describes the dynamic behavior of the PLL,

e(t) = 6(2) - _K_Fp_(p_) [P sin ¢(2) + n(t)] (3.2-8)

where

K = KK, K, (3.29)

and the noise process n(t) depends on n(t), 0(¢) and (7). For deep space
communication, it may be shown—[3-2] and [3-3] —that n(t) is approximated
by a low-pass white Gaussian noise process with the same spectral density as
that of the original additive noise n;(7).

3.2.2 Noise-Free Phase-Locked Loop Characteristics

This section presents some of the important PLL characteristics in the
absence of channel noise.

3.2.2.1 Closed-loop transfer function. The closed-loop transfer function H(s)
is defined by

H( =2 (3.2-10)
where ﬁ(s) and 6(s) are the Laplace transforms of §(t) and 6(t), respectively.
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When the phase error ¢(¢) is small at all times,

sin (7)) = (1) (3.2-11)

is a good linear approximation. This would be the case with a strong signal-
to-noise power ratio. From (3.2-8), in the absence of noise, we have

_ 6 _ VPKF()
) = 6(s) s+~PKF(s)

(3.2-12)

The DSN and spacecraft receivers typically use passive second-order loop
filters! of the form

1+7,s
F(s) = T+7s (3.2-13)
Substituting (3.2-13) into (3.2-12), we obtain
1+ T,$
H(S) = (3.2'14)

T1 N

1
1+ [r, + —=——)s+ —=—5
(72 \/FK) JPK

In deep space telecommunications, the time constants are usually chosen
with 7, >> 7,, so that F(s) approaches the perfect integrator,

+
1 7,8

TIS

F(s) =

(3.2-15)

for 7,8 >> 1.
3.2.2.2 Loop bandwidth. The two-sided loop bandwidth W, is defined to be

_ 1 = 2
L = 5 \H(s)|2 ds (3.2-16)

_]'ao

in Hz. The single-sided loop bandwidth is

(3.2-17)

IThe order of a PLL is k + 1 when k is the number of poles in the loop transfer function
F(s).
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This loop bandwidth B, (in Hz) so defined is the bandwidth of an ideal
low-pass filter whose output variance is NV, B, when the input is a white noise
process of single-sided spectral density N, W/Hz. For the closed-loop transfer
function in (3.2-14), the loop bandwidth is

VPK Tg
1+——2
LY
W, = (3.2-18)

g 2 py—L
T.
2( \/pKTz)

If we define the loop damping parameter r by

\/ﬁKT%

"

r (3.2-19)

and assume r 7, >> 7,, then from (3.2-18) we obtain the approximation

(3.2-20)

3.2.2.3 Steady-state phase error. In deep space telecommunications, the input
phase typically consists of modulation and of doppler due to the radial motion
of the spacecraft relative to the tracking station of the DSN;i.e.,

0(r) = m(t) + d(r) (3.2-21)

where m(t) is the modulation and d(¢) is the doppler. This doppler signal can
be expanded in a Taylor series so that

x, t*

AO k
d@t) = ¢0+Qot+—2—t2+---+——k!—-+-~- (3.2-22)

where the first three terms are the most important for typical spacecraft
trajectories, with the following physical interpretations:

¢, = initial phase offset of the incoming signal from the free-running

VCO phase

2, = frequency offset of the incoming signal from the free-running VCO
frequency

A, = rate of change of the incoming signal frequency
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If d(r) has n terms in the Taylor series, then a steady-state phase error
o = ltﬂ o(1)

occurs if

n=k+1

where k is the number of poles in the filter F(s).

This steady-state phase error vanishes if n<k+ 1. If n>k+ 1, the phase
error ¢(t) will become unbounded and the loop will eventually lose lock.

For the second-order loop with the filter of (3.2-13), and if d(¢) has only
the first two terms in (3.2-22), i.e.,

d(t) = ¢, + Q¢ (3.2-23)

then the PLL tracks this Doppler with a steady-state phase error
_
VPK

O = sin™?

providing that the loop is initially in lock (i.e., ¢(¢) =0) and no noise is
present in the loop. The steady-state phase error is commonly referred to as
static phase error.

3.2.2.4 Loop pull-in range. Given that the loop is out of lock, the PLL will be
able to acquire lock in a finite period of time if d(¢) is given in (3.2-23) and £,
is less than a certain magnitude called the loop pull-in range 7,,. That is, the loop
will lock if

rWL

1= e < r+ ]
m VPK 095rW

(3.2:24)

When a small rate £, is present, the phase error will eventually reach a
maximum value for which the loop will drop lock. The frequency offset corre-
sponding to this condition is called the hold-in range of the loop, ¥,,,, where

58




rWL

r+l (3.2:25)

Q

ly 1= l——|<
mh 0.85rW
PK
VP ——r+1L+0.16\/17K

The formulas in (3.2-24) and (3.2-25) were experimentally verified, empirically
determined [3-9], and appear to be valid for 0 <~/r/r/P Kr, <2.

If the initial frequency offset §2, is within the loop pull-in range, the time
required to achieve frequency lock is given by [3-10]

tfreq acq m 7 ; WL- (3.2-26)

2

B 21, (r+ 1> £,

where W, is the PLL loop bandwidth given in (3.2-18), r is the loop damping

parameter given in (3.2-19), and the signal-to-noise power ratio (SNR) in the

loop is greater than 10 dB. For SNR less than 10 dB, the equation consistently
gives too small a value for the time to achieve lock.

3.2.2.5 Maximum sweep rate. Also of interest is the maximum Doppler rate
for which the loop can acquire phase lock. This is termed the maximum sweep
rate and is of interest because the DSN will sweep the uplink transmitter fre-
quency over some range in order to acquire initial phase lock in the spacecraft
receiver. The maximum sweep rate must be determined experimentally, but a
good approximation may be found from [3-11]

- -1/2 %
. (1-p77) <O‘—lo)
frog = - (3.2-27)

777'2

where
@, = limiter signal amplitude suppression factor, discussed below
a,, = limiter signal amplitude suppression factor, at loop threshold
p = signal-to-noise power ratio in the loop bandwidth
f:ml = the sweep rate that provides 90% probability of acquisition

According to Gardner [3-8], jch as predicted by (3.2-11) should be reduced

by /2 to compensate for an error in the value of loop gain used in [3-11].
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3.2.3 Phase-Locked Loop Characteristics in the
Presence of Noise

Thermal noise is generated in the receiver, usually in the first front-end
amplifier stage. This white Gaussian noise, which is added to the received
signal as described in section 3.2.1, prevents the PLL receiver from making a
perfect phase reference estimate even in the absence of Doppler.

The behavior of PLL in the presence of noise is important to the telecom-
munications system engineer because he must design the tracking, telemetry,
and command systems to operate in the presence of noise to meet prescribed
data quality and quantity.

3.2.3.1 Phase error variance. Under the linear approximation of (3.2-11), the
variance of the phase error due to additive channel noise n;(¢) is given by [3-3]

(3.2-28)

where W, is the two-sided loop bandwidth defined in (3.2-16), and N, is again
the single-sided noise spectral density of nyz).

3.2.3.2 Phase error probability density function. Based on the Fokker-Planck
method, the probability density function (pdf) of the nonstationary phase error
is developed [3-3], which in the steady-state gives an unbounded variance due to
the cycle clipping phenomenon associated with PLLs. The Fokker-Planck
method was first successfully applied in [3-12], [3-13], and [3-14] to derive the
pdf of the phase error of the first-order loop by recognizing that the phase error
reduced modulo 2n is stationary and possesses a bounded variance. A first
attempt to extend the Fokker-Planck method to a second-order PLL is given in
[3-15], which suggests the possibility of approximating the second-order loop
phase error pdf by the more trackable results obtained from analysis of the
first-order loop.

The actual phase error process ¢(¢) in a PLL undergoes diffusion much like
a particle in Brownian motion; hence, the variance of the phase error becomes
infinite in the steady-state. Previous work [3-12 through 3-14] in determining
the pdf of the phase error in the steady-state of a first-order loop was accom-
plished by reducing the phase error modulo 27 to a process ¢(¢). For finding
telemetry error probabilities, for example, this reduction gives sufficient infor-
mation; whereas for estimating tracking accuracy, the statistical dynamics of
the ¢(¢) process itself must be studied.
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To completely describe the ¢(t) process, one must account for the compo-
nent of its variance that results from diffusion—that is, cycle slipping. The
steady-state effect of cycle slipping must be combined with the variance of the
phase error reduced modulo 27 to reflect the overall performance of the PLL.

3.2.3.2.1 The second-order loop case. The DSN and spacecraft receivers typi-
cally use second-order PLLs. For a second-order PLL with loop filter of (3.2-13),
the steady-state pdf of the modulo 27 reduced phase error ¢(¢) is given to a
good approximation by [3-3],

[ikid
p(¢) = exp (B¢ * a cos 9) f exp (- Bx - a cos x) dx
4n exp (<mB)|1,()1* Jy

(3.229)

where [ (x) is the modified Bessel function of order v and argument x. The
domain of definition for ¢ in (3.2-29) is any interval of width centered about
any lock point 2nm, with n an arbitrary integer. The parameters @ and § in
(3.2-29) are related to the various system parameters by

and

r+1\* o To\— _
ﬁz( ; ) W[ﬂo‘\/’?K <l*f)sm¢:]+asm¢ (3.2-30)

where

p = (3.2:31)

is the signal-power-to-noise-spectral-density ratio in the loop bandwidth, and

G = sin¢- sin ¢ (3.2-32)

where 0(2; is the variance of G, W, is defined in (3.2-16), r is given by (3.2-19),
£, is the frequency offset of the incoming signal from the free-running VCO
frequency, 7, and 7, are parameters of the loop filter F'(s) of (3.2-13), P is the
signal power, and K is given by (3.2-9).
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The phase error variance can be obtained by using (3.2-29) in the following

equation:
T g 2
0 = f $*p(9)do - ( f ¢p(¢)d¢) (3.2:33)

3.2.3.2.2 The first-order loop case. In this case, the analysis is much simplified.
For a first-order PLL with loop filter

F(s) = 1 (3.2-34)

the pdf of ¢(r) was shown by [3-2] and [3-3] to be

p(9) = ing}:(oTs)@ (3.2-35)

where (p) is the zeroth order imaginary Bessel function of argument p.

The phase variance of ¢ can be obtained by substituting (3.2-35) into (3.2-33).

3.2.3.2.3 Comparison of results. Analytical results for the variance of the
phase error ¢(¢) have been obtained by (1) the linear model, given in (3.2-28)
where 03 = o;, (2) the second-order loop pdf, given in (3.2-29) with (3.2-33),
and (3) the irst-order loop pdf, given in (3.2-35) with (3.2-33). These are plotted
in Fig. 3-5 and compared with experimental results obtained in [3-15]. We
observe that both the first-order loop model and the second-order loop model
compare well with experimental results. Hence for phase error variance compu-
tation, the simpler first-order loop model can be used.

3.2.3.3 Cycle slipping. A PLL slips a cycle when the magnitude of its phase
error () exceeds 27 radians. The occurrence of a cycle slip is a random
event caused by the noise in the PLL. Cycle slip introduces errors in Doppler
tracking. The two parameters characterizing cycle slip are the mean time to
first cycle slip 7 and the average number of cycle slips per second S.

The mean time to first cycle slip is defined as the average time the phase
error ¢(t) takes to go from 0 to *2n radians, assuming the PLL is initially in
phase lock; i.e., ¢(¢) = 0. Here 7 can be computed by, [3-3],

r+1

27
r= %(T)z%f f " e u] exp [U00) - U@)] dd
L -2 -2
2 (3.2-36)
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Fig. 3-5. A comparison of phase error variances based on various loop models

where
2m
f exp [Ux)] dx
c==2
2w
f exp [U(x)] dx
-2m
and
[ Q
- _[r+l P2 0
Ux) = ( . )pcosx % p\/ﬁKx

(3.237)

(3.2-38)

In (3.2-36) and (3.2-37), u(x) is the unit step function, r is given in (3.2-19), p

is given in (3.2-31), and the loop bandwidth W, is defined in (3.2-15).

Another way to examine cycle slipping is to assume that the phase error
@(t) runs continuously and to compute the average number of cycle slips,
both plus and minus, per second. A reasonable engineering approximation is:

§=1
T
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The parameter S may be used to compute the probability of loss of lock.
Assume that the event {k slips in ¢ sec} is Poisson; i.e.,

= (S 1)* exp (=S 1)

Pr{k cycle slips in # sec Z

(3.2-40)

This assumption is supported by experimental evidence [3-15 and 3-16].

Then the probability of losing phase lock in ¢ seconds is
Pr {loss of phase lock in ¢ sec}

=Pr {one or more cycle slips in ¢ sec}

= 1-exp(-S1) (3.241)

Figure 3-6 shows a plot of § according to (3.2-39) and a simulation result of
S as a function of SNR in the threshold loop bandwidth 2 B,  (see section
3.2.4.2) for a typical second-order loop in deep space applications. Reference
[3-17] gives cycle-slip simulation results for two PLLS in cascade. This is a
model for the two-way system described in section 5.3.2.

For the case where £, # 0, the average number of cycles slipped per
second to the right, NV,, and to the left, N_, is of interest. It has been shown
[3-3] that

Jexp (V)
= L 2P A0 3.2-42
N, 2 sinh 7y ( )
N = Jexe () (3.243)
- 2 sinh v
where
2,
= . .2-44
Y P \/ﬁ % €] )

and J is the net average number of cycle slips per second,

J=N,-N. (3.245)
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The average number of cycle slips is then

= o J
§ =N AN = (3.2-46)

3.2.4 Phase-Locked Loop Preceded by
Bandpass Limiter

The mechanization of a BPL is illustrated in Fig. 3-7; the limiter incorpo-
rated in the PLL system is shown in Fig. 3-8. BPLs are used in PLL receivers to
maintain a constant total power at the input to the loop. This minimizes the
total mean square error of the loop over a wide range of input signal-to-noise
ratios. BPLs are used also to protect various loop components, the multiplier in
particular, where signal and noise levels can vary over several orders of magni-
tude and exceed the dynamic range of these components. In this section, results
needed to explain the behavior of a PLL when preceded by a BPL are sum-
marized. The detailed theory and operation of the BPL are covered more com-
pletely in [3-3] and [3-18] through [3-20].
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Fig. 3-8. A phase-locked loop preceded by a bandpass filter

3.2.4.1 Bandpass limiting effects on phase-locked loop. Assuming the output
of the IF filter in Fig. 3-8 is given by (3.2-1), where the noise spectrum is flat
over a bandwidth W,/2 centered about the carrier frequency, then the first
zone limiter output z,(¢) can be expressed in the form,

z,(t) = o, V2P, sin[wyr+ 0(1)]

+/2{N N, () cos [wyt + 6(t)] - N, (2) sin [o.> t+0(1)]}
(3.247)
where P, = 8/n? represents the fraction of signal plus noise power that falls in

the first zone, and the parameter «, is referred to as the signal amplitude
suppression factor, and is given by [3-18],

a, = nTpiexp (—%) I}O (%)+[1 (—2—')] (3.248)

where p; =2 P/[NyW,, is the signal-to-noise ratio input to the limiter. Figure
3-9 illustrates the behavior of @, as a function of p;. A rational function
approximation to «,, which is simpler to use in system design, is suggested in
[3'5] )
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0.785 p, + 0.4768 p?
a, = (3.2-49)
1+ 1.024 p, + 0.4768 p?

The noise processes NV ,(#) and Ny(f) are zero mean and uncorrelated, but
most important they are not, in general, Gaussian nor do they possess equal
noise bandwidths or spectra [3-19].

The output of the phase detector is
e(t) = a VP, sin @(1) + N () cos A1) = Ng(2) sin ¢ (?) (3.2-50)

where double-frequency terms have been neglected. For steady-state operation
in the linear region (small ), we define an equivalent signal-to-noise ratio at
the output of the phase detector by

2P 2P
- e 171
Po N, W

e e

(3.2:51)

NS

where P, N, and W, are respectively the equivalent power, noise spectral
density, and bandwidth at the phase detector output, and o2 denotes the

: A
variance of N (¢).

The parameter p, can be related to the input signal-to-noise ratio p; by,
[3-19]
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(3.2-52)

which is only a function of p;.

We now define a factor I called the limiter performance factor by the ratio
of the input signal-to-noise spectral density to that at the output:

r Ny _ oM, (3.2-53)
Pe/NOe po we '

Thus the reciprocal of I' is the product of the input/output signal-to-noise
ratio as given by (3.2-52) and the ratio of the equivalent noise bandwidth at
the phase detector output to the IF bandwidth. For any value of p;, it is clear
that We/Wl.> 1/2, since passing noise of known bandwidth through a zero-
memory nonlinear device can only increase the equivalent noise bandwidth.
The factor of 1/2 is due to the bandpass to low-pass bandwidth transforma-
tion. Hence, an upper bound on I' is simply given by 2 times the reciprocal of
(py/P,). An exact analytical expression for I' (or equivalently W,/W;) is quite
difficult to develop. For our case of a rectangular noise spectrum, a good
approximation to I' is given by a rational function, which is simpler to use in
system design, suggested in [3-5] (later corrected in [3-20]) and is given by

1+pi

R TS Er. (3.2-54)

The function 1/T" is plotted vs p; in Fig. 3-10 along with its lower bound
Po/20;.

The variance of the phase error is an important parameter in specifying the
loop response to a sine wave plus noise. Letting W, also denote the loop
bandwidth in the presence of the BPL (to be defined shortly), the phase error
variance in the linear region is given by

1 r MW
( 5| T (3259
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Fig. 3-10. Limiter performance factor as a function of input SNR

Since the effective signal power at the input to the PLL is now afPl, the
transfer function for a PLL preceded by a BPL is (from (3.2-14))

1+7'2s

H(s) = 7

1 1
1+ )7, + s+ s
[2 wﬁx} a\ VP, K

2

and the corresponding W, becomes

1+r
W, = ——— (3.2-56)

L T
272 (1 + —2—)
Ty

where

2
a, \/l_’lKT2

"

r =

(3.2:57)

Notice that W, is now a function of the limiter suppression factor a;, and
hence the validity of the assumption 7 7, /1'2 >> 1 depends on the value of the
input signal-to-noise ratio Py

All PLL receivers used for deep space communications either on the space-
craft or on the ground are of the multiple-conversion heterodyne type preceded
by a bandpass limiter, as shown in Figs. 3-1 through 3-3.
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For multiple-conversion heterodyne PLL receivers,

2
r= oK K, ,MK,.360 7'2/1'1

where

a, = limiter suppression factor

K, = phase detector gain, V/deg

K, o = VCO gain, Hz/V

M = VCO multiplication factor

K, = gain of the loop filter.

3.2.4.2 Receiver threshold and design point. In practice, the nonlinear
behavior of a PLL is of considerable interest in carrying out a particular
design. It is useful in the design, specification, and performance analysis of
PLL receivers to define a receiver threshold. By convention, the threshold
condition occurs when the variance of the loop phase error is unity and the
variance is obtained from a linearized PLL model. In actual fact, the variance of
a linearized loop is different from that of an actual nonlinear loop when its
variance is one. The fiction that the loop is linear in the definition of thresh-
old is used to define the threshold condition

P =N W (3.2-58)

where the zero subscripts denote values at threshold.

Another definition used to specified PLL parameters at a design point has
arbitrarily been taken to be the condition where

2P0 = No WLO (3.2-59)
with
1+ To

Lo T,
2r, |1+ —)
o™

(3.2-60)




Again, the zero subscript on P, W, o, and r refers to their respective values
at the design point. Let P represent a signal power at which the linear PLL
theory does not apply; hence, a suitable nonlinear model must be proposed
from which one may predict system performance in the actual region of
operation. When the loop bandwidth W, is designed to be small relative to
the equivalent noise bandwidth at the phase detector output W, it has been
shown [3-6] that the effective signal-to-noise ratio in the loop bandwidth is
given by

2P \ 1 1
o= l=—)==— (3.2-61)
NOWL)I‘ 05

Keep in mind that both W; and I are dependent on the input signal-to-noise
ratio.

As we have already observed, the pdf of the phase error for a second-order
PLL with zero detuning (2, = 0) is characterized by the parameter o defined
by (3.2-31) in terms of loop signal-to-noise ratio p and loop damping param-
eter r. It is sufficient, then, in applying this result and those derived from it
to the case of a PLL preceded by a BPL, to use (3.2-61), together with
(3.2-54) and (3.2-56) for p and (3.2-57) for r. We now consider the design of
a PLL in terms of specifying system parameters at the design point.

If once again it is assumed that r; 7, /12 >>1, then from (3.2-56) and
(3.2-60) the actual operating condition loop bandwidth W, can be related to
the design point bandwidth W, ; by

r
1+
- M
s Tl (3.262)
where
a r
p=—2=-2 (3.2:63)
o r

and o, is the value of a at the design point. Furthermore, the effective
signal-to-noise ratio in the loop as defined in (3.2-61) can be written as

ZP 1 1 +7’0
o= - (3.2-64)
(NOWLO) l"( Yo )
1+—
U
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3.3 Suppressed Carrier Modulation and
Tracking Loop Considerations

This section begins by examining the choice between suppressed and resid-
ual carrier systems [3-21]. The DSN emerged at a time when weak signals and
low data rates dominated. As a result, residual carrier phase modulation
schemes with phase-locked loops tracking the residual carrier component were
employed. However, over the years, technological advances in antennas, trans-
mitters, and signal processing have caused a marked increase in the available
signal power and hence the achievable data rates. In fact, essentially all of the
current or near-future deep space missions are already operating at or near the
upper limit of the current DSN data rate capability.

When the DSN operated at 8 bps using residual carrier modulation, it was
necessary to place the data modulation on subcarriers since direct modulation
of the data on the carrier would cause most of the data power to fall within
the bandwidth of, and to be tracked out by, the carrier phase-locked loop.
The DSN is currently involved in new high rate telemetry system designs
[3-22 through 3-24] which will push the data rate into the tens of megabits
per second region. At these higher data rates the data signal spectrum is
extremely broad so that even if subcarriers were not used, the part of the
spectrum which would be contained in the loop bandwidth would be flat
across this band and thus appear as white noise. Since the ratio of loop
bandwidth to data rate is, in these situations, typically quite small, this addi-
tional white noise component degrades the tracking performance very little.
This observation is further aided by the fact that we are already dealing with
a greatly improved carrier loop SNR (relative to low data rate operation) by
virtue of the fact that in order to support the higher data rates one must
supply more signal (and hence carrier) power.

The above arguments suggest that subcarriers are not needed in high data
rate systems. This leaves the question as to whether or not a residual carrier
component should be provided for or is it preferable to fully suppress the
carrier, thus allocating all of the transmitted power to the data modulation.
Consider first a residual carrier signal of the form

y() =+/2Psin (wyt + 6, m(D) +n(s)
= /2P cos 8 sin wyt+~/2Psin 6, m(t) cos w r+n(t) (3.3-1)

where P is the total signal power, w, is the carrier radian frequency, 6, is
the modulation angle (0< 6, < n/2), m(¢) is a *1 binary data modulation
with symbol rate R; = 1/T,, and as before n(t) is a bandpass “‘white”” Gaussian
noise process. If the signal of (3.3-1) is demodulated by a reference signal
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r(®) = V2 cos (wyt = ¢) (3.3-2)

supplied by a phase-locked loop, then the loop phase detector output e(f) is
given by

e(®) = P sin ¢+ P, m(t) cos ¢+ n (2)

IR

VE, 6+ /P, m()+ n,(0) (333)
where
P =P cos? 6, = carrier signal power

P, = Psin® §, = data modulation signal power

and
nl(t) =2 ni(t) cos (wot - ¢ (3.3-4)

is an equivalent low-pass white Gaussian noise process with single-sided noise
power spectral density N, W/Hz.

Assuming as above that the high rate data modulation (second term of
(3.3-3)) has a flat spectrum over the phase-locked loop bandwidth with equiv-
alent single-sided spectral density

Pd Pde Pde
Ny =g = 2\ )Mo= 2RANe ¢ Ry =g (3.3-5)

Then if B; denotes the single-sided loop noise bandwidth, we have that the
loop SNR p'is given by

P, ( P ) (0032 6m> )
o= = (3.3-6
™, *N)B, = \N,B, | \1+ 2R,

The first factor of (3.3-6) represents the loop SNR corresponding to the case
where the total signal power is available for carrier tracking. The numerator of
the second factor represents the degradation of this SNR due to the split of
the total power between carrier and data modulation, while the denominator
of this second factor represents the degradation produced by the modulation
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self-noise in the loop. Clearly for large values of R , (e.g., 9.6 dB for uncoded
binary PSK at an error rate of 107%), the loop SNR is severely degraded by
the need to track on a residual carrier component.

Aside from the increased noisy reference loss (additional signal power
required to produce the same error probability performance as that corre-
sponding to a perfect carrier sync reference) caused by the degraded loop
SNR, there is an inherent loss in data power (relative to the total power
available) just due to the split between carrier and data modulation as in
(3.3-4).

Next we consider the situation in which the carrier is fully suppressed and
the signal is of the form

y( = V2P m(D) sin wyt + nd) (3.3-7)

Since y(¢¥) of (3.3-7) contains no residual carrier component, a PLL cannot be
used to establish the desired carrier demodulation reference signal. Instead one
must use a suppressed carrier type of tracking loop, e.g., a Costas loop (see
Fig. 3-11). Since a detailed discussion of the behavior and performance of
such a loop will be presented in the next section, we shall merely give the end
result here for the purpose of comparison with (3.3-6), namely,

p"= ( NPB )SL (3.3-8)

where S; < 1 is a loss factor (later on referred to as squaring loss) which
depends on data SNR?

R, = : (3.3:9)

and the type of Costas loop arm filter, and the relation between the single-sided
noise bandwidth B of these arm filters and the data rate R,. As an example for
ideal (rectangular frequency response) arm filters, S; is given by the simple
relation (also see (3.3-28))

2Note that in contrast with (3.3-5) since all of the total signal power P is available for the
data modulation, the data SNR is defined accordingly.
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2
S, = BT (3.3-10)
K+
2 R,
where
2] sin? nBT,
K2 = SI(Z‘IIBTS) - '—W (3.3-11)
and Si(x) is the sine-integral function defined by
¥ sin x
Si(x) = f + dx (3.3-12)
0

Table 3-1 presents an evaluation of the squaring loss §; of (3.3-10) as a
function of R, for several values of the symbol arm filter time-bandwidth
product BT, [3-21]. Note that here the loss factor improves with increasing
R . In fact for R, on the order of 10 dB, a comparison of S, with the loss
factor for the residual carrier case (3.3-6) reveals that the suppressed carrier
system enjoys about a 20 dB advantage in loop SNR (aside from the reduction
in power due to the cos? 6, factor). Again we emphasize that the suppressed
carrier system has the further advantage that all of the available power is
simultaneously used for carrier tracking and data detection.

While the example we have pursued here strictly dealt with binary data
modulation, i.e., BPSK, similar advantages of a suppressed carrier over a resid-
ual carrier format can be demonstrated for other forms of modulation, e.g.,
balanced quadriphase-shift-keying (QPSK) and unbalanced quadriphase-shift-
keying (UQPSK). In the following sections, we present the various carrier
synchronization options for these suppressed carrier modulation forms, begin-
ning with a discussion of carrier recovery for BPSK modulation. Before pro-
ceeding to these detailed discussions, however, we wish to conclude this

Table 3-1. Evaluation of squaring loss S p in dB, for ideal arm filters

R4 dB BT =1 BT, =2 BT =3 BT =4 BT =5

0 -3.68 -5.14 -6.28 -7.19 -7.94

4 -2.03 -2.87 -3.65 -4.31 -4.90

10 ~0.90 -1.05 -1.32 -1.60 -1.88
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section by reemphasizing and stressing the key issues that distinguish these
various carrier synchronization methods from the more traditional discrete
carrier version, i.e., the PLL. It is hoped that the reader will understand the
reasons for the amount of discussion that follows and its relative importance
within the overall framework of this book.

It is clear from the word “suppressed” that a discrete spectral line does not
appear in the input spectrum. Thus, the carrier synchronization loop must
reconstruct the carrier from the data-bearing signal itself, which now contains
all of the available signal power. The ability to accomplish this mission is thus
dependent on the form of the signal modulation and hence a different syn-
chronization structure must be discussed for each of these forms. (In some
situations, it is possible to use a given structure for more than one modulation
type.) Beyond this, the behavior of the synchronization loop and its perfor-
mance depend on the data symbol format. Indeed, for a given modulation
type, the design of a Costas-type receiver for optimum tracking performance
requires that the bandwidth of its arm filters be selected in accordance with
(1) the data symbol rate, (2) the arm filter type, e.g., 1- or 2-pole Butter-
worth, and (3) the data format (NRZ, Manchester, etc.). All of these degrees
of design freedom require a multidimensional investigation over and above,
but not separated from, the usual considerations of loop design associated
with the loop filter (loop bandwidth, loop damping, etc.), the latter being the
only design considerations required for a PLL. Indeed the PLL has no arm
filters, and aside from the amount of power allocated to the residual carrier
component, which might be a function of transmitted signal form, its design is
in no way governed by the above modulation-dependent considerations.

3.3.1 Carrier Recovery for BPSK Modulation

As stated above, the form of carrier recovery loop is, in general, dependent
on the form of modulation. For the three modulations mentioned above,
namely, BPSK, QPSK and UQPSK, the carrier recovery loops are varietal
versions of what is commonly referred to as a Costas loop [3-25]. Thus we
begin this section with a description of the conventional Costas loop and its
operational behavior for BPSK modulation.

3.3.1.1 The conventional Costas loop and its equation of operation. Consider
the Costas loop illustrated in Fig. 3-11. An estimate of carrier phase is
obtained by multiplying (using two phase detectors) the input suppressed
carrier signal s(¢) plus noise n;(#) with the output of the VCO and a 90-deg
phase shift of itself, respectively, filtering the results of these two multiplica-
tions, and using the product of the two filtered signals to control the phase
and frequency of the loop’s VCO output. When the filters in the in-phase and
quadrature-phase arms of the Costas loop are mechanized with integrate-and-
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dump circuits, then the loop will be referred to as a Costas loop with active arm
filters.

The received signal y(z) can be modeled as
y(2) = V2P m(1) sin ®() + n(1) = s(0) + n(2) (3.3-13)

where &(¢) E wit + 0(r), with «y the input radian carrier frequency and 6(¢) =
Qut + 6, the input phase to be estimated, P is the carrier power, m(t) is the
data modulation (a £l digital waveform), and n;(¢) is the additive channel
noise which can be expressed in the form of a narrow-band process about the
actual frequency of the input observed data;i.e.,

n(t) = N2 [N(2) cos &(t) - N(2) sin B(2)] (3.3-14)

where N (t) and N(t) are approximately statistically independent, stationary,
white Gaussian noise processes with single-sided noise spectral density N
W/Hz [3-6] and single-sided bandwidth B;; < w,/27.

Using standard analysis techniques analogous to those applied to phase-

locked loops [3-6], it may be shown [3-25] that the stochastic integro-
differential equation of operation of Fig. 3-11 becomes

‘2‘;(’) 20, - KF(p) {P(M2(t))sin 20(t) + v, [1, 21|} (3.3-15)

where (7) £ D(2) ~ CII\J(t) is the loop phase error (t’ﬁ(t) is the VCO’s reference
phase), and K is the total open loop gain,

vy [, 20001 2 [-N2(1) + NXt) - 2/PA(0) N(0)] sin 2(¢)
+ [2v/PA(N (1) - 2N (1) N(1)] cos 20(r)  (3.3-16)

and
@ (t)) = K, =f S (NG 2mf)|? af (3.3-17)

with S (f) denoting the power spectral density of the data modulation n(r)
and IG(/?.Tr}‘)I2 the squared magnitude of the arm filter transfer function. Here
the signal 7(¢) denotes the signal emerging from passage of the data modula-
tion m(¢) through the low-pass arm filter G(p), and likewise N () and N ()
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are equivalently filtered versions of N _(r) and Ns(t), respectively. Also, in
(3.3-15) and (3.3-17) the overbar denotes statistical expectation and ¢ )
denotes time averaging, which is required since m(f) is a cyclostationary pro-
cess. In arriving at (3.3-15), we have also ignored the effect of the modulation
self noise

ny [, 2 0] & PIRR(D) - @2 (@) sin 2 o(2) (3.3-18)

since for data SNRs on the order of 10 dB or less this omission has negligible
effect on the loop performance.

3.3.1.2 Equivalent noise model. Since the bandwidth of the Costas loop is
ordinarily designed to be narrow with respect to the equivalent noise band-
width of v,(z,2¥), we can further approximate v,(2,2¥) as a delta correlated
process with equivalent single-sided noise spectral density

é o
N, %2 f R, (dr (3.3-19)

where

sz(*r) = v, (8, 29) v, (1 + 7,29 (3.3-20).
Evaluation of N, results in [3-25]

N, B )
Ny, = 4PNy \K, K, +—p— K, (3.3-21)

where K, is a constant dependent only on the filter type and is defined by

f |GG2nh)|* af

1>

Ky

— (3.3:22)
f |G (2 )12 df

oo

K, is a constant dependent on both the baseband data power spectrum and

the filter type, i.e.,
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j S,,(N1GG2mN1* df
A -0
4 =

K (3.3-23)

f "5, 1612 ar

oo

and B denotes the single-sided noise bandwidth of the low-pass arm filter
G(2nf), i.e.,

1>

B fIG(j21rf)|2df (3.3:24)
0

3.3.1.3 Equivalent linear loop performance. Although the nonlinear differen-
tial equation of (3.3-15) can be solved in the steady state using Fokker-Planck
techniques [3-6], typically the signal-to-noise ratio in the loop is sufficiently
high that one can linearize the equation of operation and still obtain meaningful
performance results. By linearize, we mean that sin 2y is replaced by 2y in
(3.3-15);1i.e.,

222 = 20, - KF(p) (PK, 20+ v,(t, 2¢)} (3.3-25)

Thus, under the above linear assumption, the solution for the modulo 27
reduced phase error 2¢ can be shown to have a steady-state probability
density function p(2¢) which is a Gaussian distribution with variance

N_B

2 __%a L é 4 R
20~ g ——pSL (3.3-263)
m
or
1 1
2 - 2
0% =~——05, = —5 (3.3-26b)
¢ 4 20 S,
where again
P
p = (3.3-27)
Ny B,

is the signal-to-noise ratio in the loop bandwidth of an equivalent linear loop,
B, is the single-sided loop noise bandwidth, and the squaring loss S; is the loop
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signal-to-noise ratio penalty relative to a linear loop due to signal X signal,
signal X noise, and noise X noise distortions.

Using (3.3-21) and (3.3-27) in (3-3-26b), we see that the loop squaring loss is
given by the simple relation

KZ
s, = __2_§_ (3.3-28)
KK, *K, R,
where R, = 1/T is the data symbol rate,
PT,
R, = N, (3.3-29a)

is the detection signal-to-noise ratio, and the parameter
B
=— 32
¢ R, (3.3-29b)

3.3.1.4 Squaring loss evaluation. Expressing the data modulation m(¢) as a
random pulse train, i.e.,

oo

m(t) = E a,p(t-nT);E {aa } =5 (3.3-30)

ST

where {an} is the data sequence taking on values *1 with equal probability and
p(?) is the data pulse shape which for NRZ is

1; 0<r<T,

p(t) = (3.3-31)
0; otherwise

while for Manchester coding

TS
1, 0<r<—
2

T

p(t) = -1;7‘<t T, (3.3-32)

A

0; otherwise,
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then the corresponding power spectral densities are

sin2(1rfTS)
S (f) = T, ——= (NRZ) (3.3-332)
(nfT)?
and
nfT,
sin ( 5 s)
S, () = T, ————— (Manchester code) (3.3-33b)

s (’ﬂf];) 2
2

Furthermore, assume that the arm filter is an n-pole Butterworth characterized
by the transfer function

|GG2nf)1? = __LT (3.3-34)
()

where f, the 3-dB bandwidth, is related to the single-sided noise bandwidth B
of the filter by

(27” sin i)B (3.3-35)

As an example, consider the case of Manchester coding. Then, substituting
(3.3-33b) and (3.3-34) into (3.3-17) and performing the required integration
gives the modulation distortion factor K,. Using K, in (3.3-28) and the fact
that K, = (2n - 1)/2n, Fig.3-12 illustrates the squaring loss §; vs { = B/R_ with
R, as a parameter for single-pole Butterworth filters. We observe that for a
fixed R, there exists an optimum noise bandwidth B for the arm filters in the
sense of minimizing the squaring loss. These values of optimum arm filter
bandwidth occur in the vicinity of the Nyquist bandwidth and their sensitivity
with signal-to-noise ratio diminishes as the number of filter poles increases.

Table 3-2 tabulates the closed form expressions for K, of (3.3-17) and K,
of (3.3-23) corresponding to single-pole and two-pole Butterworth arm filters
[n=1and n=2 of (3.3-34)] and NRZ or Manchester data, thus allowing
computation of squaring loss from (3.3-28). Closed form results for higher-
order Butterworth arm filters (n > 1) or indeed any arm filter with rational
transfer function can be obtained, if desired, from the results in [3-26]. In
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Table 3-2. Closed form expressions for the coefficients K ,and K,

1. NRZ data, single-pole Butterworth arm filters
K, = 1= (1) [1 - exp (-49)]
KK, = 1-(1/49) [3- (3 +48) exp (=4¢)]
2. NRZ data, two-pole Butterworth arm filters

K,

1 - (1/8%) {1 - exp (-4¢) (cos 4§ — sin 4¢)]
KK, = 1-(1/329) {5 - [8¢ cos 4¢ + 5 (cos 4% — sin 4¢)] exp (<48)}
3. Manchester data, single-pole Butterworth arm filters

K

2 = 1=(1/48) [3 -4 exp (-2¢) + exp (-47)]

K2K4

1

1-(1/85) [9 -4 (3+2¢) exp (=2¢) + (3 + 4%) exp (-4%)]

4. Manchester data, two-pole Butterworth arm filters

=
1

1-(1/8%) {3 —4 exp (=2%) [cos 2¢ - sin 2¢] + exp (-4%) [cos 4¢ - sin 4¢] }

kel
9
n

1-(1/32¢) {15 - [16¢ cos 2¢ + 20 (cos 2¢ - sin 2¢)] exp (=2¢),

- (1/32%) [8% cos 4¢ + 5 (cos 4¢ - sin 4¢)] exp (-48)}

Note: ¢ is defined in (3.2-29b).

particular, for n =9 (an ideal “brick wall” filter), we would have K 4 =1and
for NRZ data, K,, as previously given by (3.3-11).

In many applications, once symbol sync has been obtained, the passive arm
filters of the Costas loop in Fig. 3-11 are replaced by active arm filters of the
integrate-and-dump type. When the transmitted modulation is Manchester
coding, it may be shown [3-25] that the variance of the phase error in the
loop is still given by (3.3-26) where, however, the squaring loss is given by

—

S, =— (3.3-36)

This result is also valid for NRZ data.
Figure 3-13 compares the squaring losses which give minimum phase jitter

achievable with passive arm filters to that obtained from the implementation
with integrate-and-dump arm filters. Typically, the active matched filter
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(integrate-and-dump, sample-and-hold) gives approximately a 4 dB or greater
advantage over the passive single-pole circuit for R;< 0 dB. For example, at
R, ,=-4 dB, the advantage is 5.16 dB. When compared to an ideal filter, the
improvement is typically only 4.4 dB at R,= -4 dB. Notice also that for
R d> 6 dB, the Costas loop with active matched filters in the arms gives
approximately the same performance (0.5 dB inferior) to that of a Costas loop
with no modulation present (a CW loop).

3.3.1.5 The polarity-type Costas loop and its equation of operation. It is
becoming increasingly popular (e.g., the carrier tracking loop in the Multi-
megabit Telemetry Demodulator and Detector (MTDD) of the DSN) in the
design of suppressed carrier receivers, which employ Costas loops for carrier
reconstruction, to hard limit the output of the in-phase channel. Doing so
allows replacement of the analog multiplier, which forms the loop error signal,
with a chopper-type device which typically exhibits much less dc offset. Gen-
erally speaking, introduction of a limiter (hard or soft) into a system results in
signal suppression the amount of which is a function of the signal-to-noise
ratio at the limiter input. This signal suppression in turn reduces the total
loop gain and, as a consequence, the loop bandwidth.

In this section, we address the tracking performance of such a hard-limited
Costas loop (often referred to as a “polarity-type” Costas loop) and compare
its performance with that of the conventional Costas loop previously dis-
cussed. Typically, for small detection signal-to-noise ratios, one will find that
the inclusion of the hard limiter results in a tracking performance penalty,
whereas for large detection signal-to-noise ratios, such inclusion indeed results
in a performance improvement.

Realizing that the input signal and noise processes can still be modelled as
in (3.3-13) and (3.3-14), respectively, then analogously to (3.3-15), the loop
equation of operation for the polarity-type loop is given by [3-27]

2 % = 20, - KF(p) VP, (20) + 2N (1,29  (3.337)

where
Nt 20) 2 0 N, ) (3.338)

is the equivalent additive noise perturbing the loop. As before, the “hat”
denotes filtering by the arm filters G(s). Furthermore,

A ~ -~
Ai(t) = sgn (VP i) cos p(t) - [N(r) cos o(2) +N (¢) sin ()]}
(3.3-39)
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where sgn (x) = x/|x| denotes the signum function of the argument x,

A

NIt o] = N(2) cos o(r) - N(¢) sin o(2) (3.3-40)
and
A, (29) = 2 <A()m(r) > sin g (3.3-41)

where f,(x) is a nonlinearity which is periodic in x with period 27 and has
unit slope at the origin; i.e., x = 0. Thus, & defined by

i < m()ym(t) > (3.342)
=0

is the signal amplitude suppression factor which results owing to the combined
distortion effects on the input modulation m(¢) of the hard limiter and finite
arm filter bandwidth. Finally, as was done for the conventional loop, in arriv-
ing at (3.3-37), we have ignored the modulation self-noise

A N —_—
n,[t,20] = 2/P [m()m(t) - <m(e)m(t) >] sin ¢ (3.3-43)
3.3.1.6 Calculation of the signal amplitude suppression factor. Expressing the

input modulation m(t) as in (3.3-30), then for a single-pole Butterworth arm
filter and NRZ data, it can be shown that (3.3-46) evaluates to [3-27]

R

i _d 1 Rd
f 1-2exp (-45x) |erf [ 2t |1-2exp (-4¢ x) dx +=erf 2%
4]

(3344

i
=

and is 